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Mean and Acoustic Flow Fields in Solid Rocket Combustion Chambers
J D Baum, Scientific Applications International Corporation

3:00 - 3:30 BREAK

3:30 - 4:.00 Flame-Acoustic Wave Interactions During Axial Solid Rocket
Instabilities
B T Zinn, B R Daniel and U G Hegde
Georgia Institute of Technology

4:C0 - 4:30 Fractal Image Compression of Rayleigh, Raman, LIF and LV Data in
Turbulent Reacting Flow
W C Strahle and J | Jagoda, Georgia Institute of Technology

4:30 - 5:00 Plume Technology
D P Weaver and D H Campbell
USAF Astronautics Laboratory

FRIDAY, 23 JUNE 1989

PLASMA PROPULSION
Chair: D Byers
NASA Lewis Research Center

8:30 - 9:30 ADVANCEMENTS IN PLASMA PROPULSION
Robert Vondra
W J Schafer Associates

—— i ——— - . — T — — ——— ——————— — —— —— —" ———— — —— ———————— -

9:30 - 955 Laser Thermal Propulsion
D Keefer, University of Tennessee Space Institute

9:55 - 10:20 Plasma Scaling Mechanisms for Continuous Wave Laser Propulsion
H Krier and J Mazumder
University of lllinois at Urbana-Champaign

10:20 - 10:40 BREAK

10:40 - 11:05 Transport Processes in Beamed Energy Propulsion Systems
R A Beddini, University of Illinois at Urbana-Champaign

11:05 - 11:30 Coupling Between Gas Dynamics and Microwave Energy Absorption
M M Micci, The Pennsylvania State University




11:30

11:55
1:30 -

1:55 -

2:20 -

2:45 -

3:10 -

3:40 -

4:05 -

4:30 -

11:55

1:30
1:55

2:20

2:45

3:10

3:40

4:05

4:30

4:55
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Heating of a Liquid/Vapor Mixture by a Pulsed Electric Discharge
R L Burton and B K Hilko, GT-Devices, Inc.

LUNCH

The Physics of High Voitage Solar Arrays in Contact With the Space
Plasma
D E Hastings, Massachusetts Institute of Technology

Fundamental Research on the ECR Plasma Thruster
F E C Culick and J C Sercel, California Institute of Technology

Basic Processes of Plasma Propuision
H O Schrade, University of Stuttgart

Nonequilibrium and Radiation in MPD Plasmas: Two Fluid
Numerical Simulations
M Martinez-Sanchez, Massachusetts Institute of Technology

BREAK

Fundamental Research on Erosion in Magnetoplasmadynamic
Thrusters
V V Subramaniam and J W Rich, The Ohio State University

Propulsion Research on the Hybrid Plume Plasma Rocket
T F Yang, F R Chang-Diaz, X Yao, S Y Peng,

W A Krueger and J Urbahn

Massachusetts Institute of Technoiogy

MPD Thrust Chamber Flow Dynamics
P J Turchi, J F Davis and N F Roderick, R & D Associates




A STUDY OF MIXING AND COMBUSTION IN SUPERSONIC FLOWS
Air Force Contract No. F49620-86-K-0022

Principal Investigators: C. T. Bowman, R. K. Hanson, M. G. Mungal, and W. C. Reynolds

Department of Mechanical Engineering
Stanford University
Stanford, CA 94305

SUMMARY/OVERVIEW:

An experimental and computational investigation of supersonic combustion flows is being
conducted to gain a more fundamental understanding of mixing and chemical reaction in
supersonic flows. The research effort comprises three interrelated elements: (1) an experimental
study of mixing and combustion in a supersonic mixing layer; (2) development of laser-induced
fluorescence techniques for time-resolved, two-dimensional imaging of species concentration,
temperature and velocity; and (3) numerical simulations of compressible reacting flows.

TECHNICAL DISCUSSION:

Advanced air-breathing propulsion systems offer the potential of higher performance than
conventional rocket engines for hypersonic flight. Of particular interest are propulsion systems
in which combustion occurs in supersonic flow. However, our current understanding of the
fundamental aspects of supersonic reacting flows is inadequate to support the development of
these propulsion systems. To help achieve this understanding, we are conducting a coordinated
experimental and computational investigation of compressible reacting flows. The individual
elements of this investigation and recent results are described below.

Experiments on Mixing and Reaction in Supersonic Flow

An experimental study of mixing and combustion in supersonic flows is being conducted in a
two-stream, supersonic mixing layer facility, Fig. 1. The facility is capable of providing a high-
speed Mach 2 airstream and a low-speed stream of up to Mach 1, with variable stagnation
temperatures. Our initial experiments have focused on measurement of the detailed structure of
the mixing layer under compressible conditions at a convective Mach number of 0.6. The
primary diagnostics have been short-time-exposure Schlieren images and planar laser Mie
scattering images from alcohol droplets seeded into one steam to mark the mixing region. Fig. 2
shows a typical instantaneous planar Mie scattering image of the initial region of the mixing
layer, with the laser sheet cutting the centerline of the flow. In this figure there is evidence of
organization that is seen in Schlieren images together with a considerable amount of fine detail.
Similar scattering images from other viewing planes suggest a flow which is much more three-
dimensional than is evident in incompressible mixing layers. In the near future, Planar Laser-
Induced Fluorescence will be used to obtain additional measurements of flow structure and also
the probability density function of mixture fraction.

In addition to the experimental work, we have developed a simplified flow model for a reacting
supersonic mixing layer, with full chemistry This model. which is based on the Broadwell-
Breidenthal model for incompressible mixing layers, is being used to determine the range of
experimental conditions to be emploved in the reacting tlow experiments. These experiments
will employ hydrogen as a fuel.
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Fig. 2 Single-Shot Planar Mie Scattering Image of Supersonic Mixing Layer at Convective
Mach Number 0.6.

Development of Supersonic Flow Diagnostics

This research is aimed at establishing flowfield imaging diagnostics based on Planar
Laser-Induced Fluorescence (PLIF). Successful techniques will subsequently be applied in the
supersonic mixing layer facility.

Work during the past year has been in four areas: (1) facility development; (2) imaging
camera development; (3) fluorescence spectroscopy modelling; and (4) PLIF imaging.

In order to provide test environments for investigating new PLIF imaging concepts, we
have built three new flow facilities: (1) a small, electrically-heated supersonic jet, which
provides continuous flow capability to Mach 7 with a range of gases: (2) a 75 kW RF plasma-
heated supersonic tunnel which can provide stagnation conditions of up to 4 atm and 5000 K
(equilibrium temperature) in mixtures of air and argon: and (3) a pressure-driven shock tube and
tunnel which can generate a wide range of pulsed-flow gas conditions and velocities. All three
facilities are operational, although some difficulties remain in stabilizing undesired plasma
discharges in the plasma-heated tunnel.

In the area of solid-state camera development, work was completed on two new intensitied
camera systems: a photodiode array camera with interchangeable 128x128 and 256x256 pixel
arrays and a new video-compatible CCD array (240x512 pixels). The virtues of the photodiode
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array system are its high sensitivity, variable framing rate (to 400 Hz for the 128x128 array), and
frame-on-dcmand capability; the latter characteristic is needed in pulsed flow facilities such as
the shock tube/tunnel. The CCD camera, on the other hand, operates at a fixed framing rate
(60 Hz), but provides higher spatial resolution and convenient scale-up to multiple-camera
systems.

With regard to spectroscopic modelling, we have continued development of computer
codes for optimization and interpretation of PLIF images in O,, OH and NO. The code has been
extended to describe excitation of NO in the DX and B(—X bands. These bands provide
strong overlaps with tunable ArF lasers near 193 nm, leading to substantial improvements in
SNR for PLIF imaging of NO at elevated temperatures. Recent experiments confirm that signal
enhancements in excess of 20 can be achieved with this approach, leading to the ability to image
low levels of NO in supersonic flow experiments.

Several new experiments involving PLIF imaging in supersonic flows have been carried
out. Recent experiments have focussed on imaging NO, I,, O, and OH under a variety of
conditions. As an example, Fig. 3 illustrates recent images of OH obtained in a supersonic jet of
H, in air. The underexpanded jet of fuel exited from a 2.4 mm tube into hot air. The excitation
was provided by a tunable, narrow-linewidth XeCl laser, with detection by an intensified CCD
camera. Such images provide a clear determination of the turbulent flame structure, and the high
SNR will enable detailed image-processing analysis for comparison with flame models. An
overview of recent work on PLIF techniques in supersonic tlow is given in Ref. 1.

In the area of velocity imaging, progress has been made with a new broadband laser
concept. This approach allows determination of supersonic flow velocities via the Doppler
effect using a single laser shot (Ref. 2). In essence, the method involves measuring the Doppler
shift of a spectroscopically-accessible molecular component of the flow. Initial results have
been obtained in an underexpanded N, jet seeded with a low level of NO. As seen in Fig. 4, the
agreement between the experiment and a known correlation for the centerline velocity is good.
The PLIF method yields the instantaneous velocity at a very large number of flowfield points (up
to 122,800 for our current 240x512 array), which is an important advantage over various laser-
marking schemes based on time-of-flight concepts.

Centerline Mach Number
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Fig. 4  PLIF velocity result

for a supersonic jet
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Numerical Simulation of Compressible Flow

In the simulation phase of this program, we have examined the hydrodynamic stability of
supersonic mixing layers . It was found that the growth rate of the most amplified mode is a
good estimator of the growth rate of the shear layer. At low convective Mach numbers, this
mode is two-dimensional and leads to the familiar large-scale transverse vortices; but, above
M, = 0.6, three-dimensional modes dominate, which suggests that the large-scale turbulence
structure will be strongly three-dimensional at high Mach numbers. This has been confirmed by
direct numerical simulations, which reveal a complex three-dimensional structure involving an
interwoven mesh of strong oblique and weaker transverse vortices, Fig. 3.

We are also conducting direct numerical simulations of homogeneous compressible turbulence,
with the expectation that this work will lead to better understanding and modeling of the small-
scale structures in supersonic shear flows that are important in the ultimate molecular mixing.

Fig. 5 Low-pressure surface in the simulated mixing layer at M_ = 0.8. Note the strongly
oblique nature of the primary large-scale vortices.
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INVESTIGATIONS INTO THE SHOCK-INDUCED ENHANCEMENT OF
MIXING AND COMBUSTION IN SUPERSONIC BURNERS

U. S. Airforce Contract No. F49620-86-C-0113

Principal Investigators: Frank E. Marble and Edward E. Zukoski
Jet Propulsion Center
California Institute of Technology
Pasadena, CA 91125

Summary/Overview:

The research reported here is directed toward producing rapid mixing and combustion
between coflowing streams of hydrogen gas and air under conditions which are of interest
in the combustion chamber of engines being developed for the NASA vehicle. Enhanced
mixing is achieved by passing weak shock waves over masses of hydrogen embedded in
much higher density air. Experimental and computational programs are described.

Technical Discussion:

The fuel used in hypersonic engines must also be used to cool the engine and vehicle
and, if the coolant flow rate exceeds that required for stoichiometric combustion, the
performance of the vehicle will be severely penalized. Consequently, the time available for
mixing and combustion will often be limited by the allowable length of the engine and
methods of enhancing the rate of mixing and combustion must be developed.

In the current project, the process of shock enhanced mixing is under study in a
program which includes studies, in a 17 shock tube, of shock induced mixing between
two-dimensional cylinders of helium and air, and a study of combustion in a vortex which
is being carried out in a small combustion test facility. This AFOSR program has been
complemented by a second program supported by NASA which has made possible a Mach
6 wind tunnel test of an injector system based on the results of the AFOSR program. This
work has been supported by extensive calculations, made with an Euler code, of the shock
induced mixing produced by the shock tube and nozzle flows.

The work described in the following paragraphs concerns the shock tube experiments
and the accompanying calculations. The studies of vortex burning and the wind tunnel
tests are described in a second abstract prepared for this meeting.

Shock Enhanced Mixing:

The mixing concept is illustrated in Figure 1, where we picture a cylindrical stream
of hydrogen, flowing parallel with a supersonic air stream, intersected by a weak oblique
shock wave. As a result of the large differences between the properties of hydrogen and
air, strong streamwise vorticity is generated at the interface between the hydrogen and
air. This vorticity distorts the cylindrical cross section within a fraction of a millisecond,
see Figure 2. This process extends the interface enormously and the shear layer formed
at the interface by the vorticity leads to an instability of the interface. Both processes
promote rapid mixing to the molecular level which is required for chemical reaction. The
left hand sketch in Figure 2 illustrates the vorticity distribution in a cylinder of helium
immediately after the passage of the shock, the second two figures are a density map
calculated for a time 0.3 ms after the passage of the shock and a shadowgraph obtained
at the corresponding time.




Distorted Jet

Hydrogen Jet

Combustor Wail

Figure 1. Distortion of Hydrogen Jet in Hypervelocity Air Stream.

Figure 2. Vortiesty Distribution, Computation and Shadowgraph
of Distorted Hydrogen Jet

The possibility of examining a streamwise developing process in terms of one that
develops in time allows a difficult continuous hypersonic flow experiment to be replaced
with a time resolved shock tube experiment having the advantage of superior diagnostic
access. The research program using the 17° shock tube had its genesis in an investigation
initiated by Sturtevant in the early 1980’s, culminating in a recent paper, Sturtevant and
Haas (1986), concerning the scattering of shock waves by gas inhomogeneities in the at-
mosphere. Our program undertaken in 1986 focused on the distortion and rapid mixing
of the inhomogeneity itself, interpreting time elapsed in the shock tube experiment as the
distance downstream of injection, as detailed above. The principle quantitative technique
employed was the laser induced fluorescence of biacetyl. Using this technique, Marble et
al (1987) and Jacobs (1988), it was possible to record light gas density distributions (imply-
ing the degree of mixing between fuel and air) within a one millimeter thick cross section
of the cylinder with a time resolution of a few microseconds. Extensive use was made of
spark shadowgraphs, which give the local density gradient in the field, as a supplement to
the fluorescence data.

The extensive research program we have pursued over the past three years has con-
firmed the potentiality of shock enhancement as a means of controlling and accelerating the
rate of mixing between gases of very different molecular weights. Equally important, it has
clarified and focused our perception of the basic issues, both scientific and technological,
that control and limit the mixing process, and determine its scaling laws; issues that must
be faced in the process of transferring the concept to a practical hypersonic combustor.

One of the most challenging of these is what we may refer to as stabilized stratification.
In our situation, the vorticity at the interface between hydrogen and air creates an unstable
shear layer which will, under usual circumstances, develop into a strong mixing layer. On
the other hand, the configuration of the vortex with the lower molecular weight gas near the
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1.8

center, tends to be stabilized against shear instability by a strong centripetal acceleration
associated with the circulation of the vortex.
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Figure 8. Density and Vortiesity Contours .29 ms after Shock Impingement

The laser induced fluorescence photographs provide vital information in this regard.
Initially the cylindrical cross section develops strong mixing at the interface. As the
motion develops, a change takes place that can be most easily understood by examining
the computations. Figure 3 shows density and vorticity contours at a time corresponding
to approximately .29 ms. At about .79 ms the same physical quantities, Figure 4, show
that the vorticity has, to a remarkable extent, migrated to the right-hand portion of the
structure, leaving the left-hand portion largely free from vorticity. For later times, these
two regions behave in completely different manners; the vorticity-free region mixes rapidly
whereas the material containing the vorticity forms a symmetric vortex. The consequence
is most clearly exhibited by the rates with which the helium mixes in each of these regions.
Figure 5 shows that the region containing the vorticity mixes the more slowly of the two,
giving weight to the contention that mixing of the region on the right is being retarded by
the mechanism of stable stratification. The computations from a later stage of the process,
Figure 4, confirm the symmetric vortex-like configuration of the right hand portion of the
structure.

1.8

Denasity Vorticity

Figure 4. Density and Vorticsty Contours .79 ms after Shock Impingement

We are now investigating the utilization of shock interaction to destabilize this structure
through redistribution of the vorticty.
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The experience that we have had in the conception, design and computational study
of the hypersonic injector utilizing shock enhancement, has given a relevant framework
within which to study basic issues of the problem that are not evident in the shock tube
study. The first and most obvious of these, which was justifiably suppressed when the
mechanism was being confirmed in the shock tube study, was the shear layer that develops
when the hydrogen jet moves at a different velocity than the air. The boundary layer, that
develops along the inlet ramp and surface of the combustor in which the injector is installed,
likewise introduces a vorticity component normal to the flow direction. The interaction of
vorticity component normal to the direction of flow, created by the shear, with streamwise
vorticity, which we have generated by the shock interaction, is a fundamental issue that
requires investigation.

A final point can not be made too emphatically. A SCRamjet engine, because of the
immense difficulty of incorporating a variable geometry structure to withstand its very
hostile atmosphere, must be able to adapt its internal flow mechanics to a considerable
variety of internal Mach numbers, air pressure and temperature and hydrogen mixture
ratio. In particular, a fixed internal configuration has poor tolerance for uncertainties
in the heat release pattern along the flow path. There is, for minimizing pressure losses
and heat transfer rate, an optimum heat release pattern which is different for different
operating points, and may be achieved only by carefully controlled distributed injectors. It
is immediately clear that shock enhancement and some variability of the injection nozzles,
can provide a powerful means of controlling the heat release pattern with moving parts
residing out of the high temperature regions of the combustor.
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HIGH-SPEED REACTING FLOWS: RESEARCH TO UNDERSTAND
PROCESSES IN SUPERSONIC COMBUSTORS

ONR Contract No. N0O0014-86-K-0434
Principal Investigators: H. Krier, J.P. Renie, and J.C. Dutton

Department of Mechanical and Industrial Engineering
University of Illinois at Urbana-Champaign

SUMMARY/OVERVIEW:

Major emphasis has been placed upon the study of compressible, turbulent reactive free shear
layers due to the renewed interest in hypersonic, air-breathing propulsion wherein the higher flight
Mach numbers require supersonic flow throughout the combustion chamber [1]. How the mixing
process depends upon compressibility, as well as other parameters of the free shear layer including
the freestream velocity ratio, density ratio, and heat release rate, is under investigation in an
experimental study of the two-dimensional, compressible, turbulent reactive free shear layer at the
University of Illinois [2-5]. Research is centered on the mixing and combustion between two
high-speed streams wherein one of the streams is operated supersonically and the other is operated
at either slightly supersonic or subsonic conditions. In addition, either stream may be heated by
means of a nonvitiated gas-fired heat exchanger and/or the lower Mach number stream may be
supplied as either the fuel-lean or fuel-rich products of combustion from a "gas generator."

TECHNICAL DISCUSSION:

Introduction

During the past three years, the dual-stream experimental flow system has been constructed
and flow visualization results and mean and turbulent velocity field data have been acquired for
several operating conditions. Figure 1 schematically represents the existing airflow facility
indicating the valving and plumbing necessary to supply air to both streams of the dual-stream test
section. Figure 2 provides more details of the test section showing the flow conditioning and
measurement equipment, nozzle blocks, splitter plate separating the two high-speed streams, and
the 0.5 meter long test section with adjustable cross section. Non-intrusive, laser-based diagnostic
techniques including spark and laser schlieren for flow visualization, laser doppler velocimetry
(LDV) for mean and turbulence velocity measurements, planar laser-induced fluorescence (PLIF)
for temperature and species concentration measurements, and particle image velocimetry (PIV) for
planar velocity measurements at a given instant are being developed and employed.

Veloci n

Two-componen: mean and turbulent velocity field measurements of the nonreactive mixing
layer have been completed for a total of four operating conditions. The LDV system has also been
used to measure velocity autocorrelations and to demonstrate the behavior of fluid entrained into
the mixing layer. The operating conditions of three of the four cases studied to date include
velocity ratios (secondary-to-primary) of 0.79, 0.58, and 0.20 corresponding to density ratios of
0.76, 1.56, and 0.56 and convective Mach numbers of 0.20, 0.45, and 0.69, respectively. The
operating conditions of a fourth case are identical to those listed for the first except that the
freestream turbulence intensity of the secondary stream was higher to study the influence of this
parameter. For each flow field, transverse profiles of the two-component velocity field have been
measured at several axial locations including the inlet freestreams and splitter plate boundary layers
to document the initial conditions. The mean and turbulent velocity field measurements have been
used to examine the development, similarity, and entrainment behavior and to accurately determine
growth rates of the mixing layer. In addition to the mean velocity components, higher-order
moments and cross-products have also been determined from the histograms of velocity
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realizations at each measurement location. A typical example of the normalized streamwise mean
velocity profile development is presented in Fig. 3. The measured growth rate for the most recent
case is approximately one haif the value observed for incompressible mixing layers at the same
velocity ratio and de.isity ratio so that significant compressibility effects are present for this
condition. A decrease in the normalized peak turbulence intensity of approximately 20% has also
been observed for this case in comparison to the previous cases of this study which had a smaller
convective Mach number (of value 0.20). Normalized growth rates for the cases [5] which have
been examined are presented in Fig. 4.

Future LDV work will include examining additional cases, particularly those at higher
convective Mach numbers. Because of the dearth of experimental information in this area, we
believe that obtaining this data is crucial to improving the general state of knowledge of
compressible mixing layers. Two of the future cases to be examined will have the same velocity
and density ratios but different cocnvective Mach numbers. Therefore, comparison of these cases
will demonstrate the isolated effects of compressibility. Two of the other future cases will also
have identical operating conditions except that for one the secondary stream will have excess fuel in
order to study the effects of heat release on shear layer development. An interesting feature of
these two cases is that the lower Mach number stream has a higher freestream velocity than the
higher Mach number stream because the secondary is heated. However, a more fundamental
difference about these cases, as compared to the others, is that the secondary stream has a higher
momentum flux than the primary stream which could affect the manner in which the mixing layer
develops. Comparison of one of these cases with the first case already studied will also
demonstrate the isolated effects of density ratio since the velocity ratio and convective Mach
number will be the same for the two cases. Finally, one of the future cases will have a supersonic
convective Mach number of approximately 1.2, the highest convective Mach nutaber that can be
achieved in our facilities.

A significant goal of the ongoing research program is concerned with the study of the
interaction between mixing and combustion (heat release) in a quasi-two dimensional, supersonic
mixing layer. To accomplish this goal, a methodology has been developed for safely producing
and working with reactive gas streams in the wind tunnel facility. A basic design for a high-
capacity reactive flow gas generator (RFGG) has been established and the initial phase of
construction of this device has been completed. This new facility is shown as part of Fig. 1. An
extensive safety check-out has been conducted, preliminary fueled firings of the RFGG have been
made, and a set of trial runs has established appropriate control parameters and verified that the
RFGG is capable of performing as designed. Figure 5 shows an internal cross-sectional view of
the RFGG. Low temperature compressed air is supplied to a large nozzle-mixing burner at the top
of the 0.60 m diameter, 3 m long cylindrical combustion chamber. The burner can oper: "e with
air flows up to 0.58 kg/s at chamber pressures up to 515 kPa absolute.

The RFGG is essentially a vitiating air heater connected in-line with the dual stream wind
tunnel fueled by natural gas that can operate in either a fuel-lean or a fuel-rich mode. In the fuel-
rich mode, the burner will be operated nearly stoichiometrically to convert most of the free oxygen
in the air stream to carbon dioxide and water. Downstream of the burner, additional fuel will then
be injected into the oxygen-deficient gas stream to generate an overall very fuel-rich mixture. In
this mode (equivalence ratio above 2.5), thermochemical calculations indicate that the system will
produce a high temperature, combustible gas stream composed of large amounts of hydrogen (H3)
and carbon monoxide (approximately 24% and 14% by volume, respectively). Therefore, the
RFGG will supply a hot fuel-rich stream to one side of the shear layer which will mix and bumn
with the oxidant from the other stream.

Recently, new nozzles have been designed and fabricated. These nozzles differ from the
original ones employed in that they have narrow streamwise window slots in the upper and lower
walls that enable planar diagnostic studies to be conducted within the mixing layer flow field. The
quartz windows are 6.4 mm wide and 125 mm long, providing a total of almost 0.5 m of
coverage in the test section downstream from the tip of the splitter plate. The nozzles themselves
are designed tor Mach numbers of 2.5 and 1.4. With the new nozzles, combined with the
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capabilities of the new gas generator, a wide range of convective Mach numbers can be generated
from wake cases, Mc =0, up to M¢ = 1.2.

Several ancillary studies have been ongoing to prepare for planar diagnostic experiments
within the dual strcam, wind tunnel facility. In particular, planar Mie scattering at oblique angles in
the original supersonic flow test section have been performed. The oblique Mie scattering was
performed since the original nozzles did not include upper and lower wall window ports. Pump
source energy level and output scattered intensity were varied to investigate usable exposure levels.
Also, the 15 ns pulsed dye laser source effectively froze the flow structure, yielding informative
images of the turbulent mixing layer. Currently, Mie scattering experiments are concentrating on
ransverse illumination of the flowfield; however, oblique illumination may also provide useful
information on the three-dimensionality of the mixing layer structure.

Laser-induced OH fluorescence of a bunsen burner flame has been ongoing and will continue
until the test section is prepared to operate in a reacting (fuel-rich) mode. Color schlieren
photography is also being developed to detect any wave phenomena present in the supersonic
mixing flow. Other investigators have observed wave structure from supersonic jets [6,7] and
supersonic mixing layers [8]. It is possible that some of these wave features are directly related to
the convective Mach number of the flow. Due to the predominant density gradient across the
supersonic mixing layer, weak wave features at angles largely different than the dominant density
gradient are difficult to image with monochrome schlieren photography. In these instances, color
schlieren filters, a modified two-dimensional dissection designed to highlight directionality of th
density gradients [9,10], can be strategically oriented so as to generate color mixtures for the weak
gradients expected for convective Mach number waves that will stand out from the dominant color
scheme generated across the mixing layer. This should help to more readily visualize any wave
features arising when the convective Mach number is supersonic.
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FUNDAMENTAL COMBUSTION PROCESSES OF PARTICLE-LADEN
SHEAR FLOWS IN SOLID FUEL RAMIETS

(ONR CONTRACT No. N00014-86-K-0468)

Co-Principal Investigators: K. K. Kuo, V. Yang, T. A. Litzinger
S. T. Thynell, and W. H. Hsieh

Department of Mechanical Engineering
The Pennsylvania State University
University Park, PA 16802

Solid fuels can be used in ramjet propulsion and various military applications.
Three major unresolved areas regarding combustion of solid fuels under stagnant and
crossflow conditions are: 1) ignition and combustion characteristics of high energy
boron-based solid fuels and magnesium-based pyrotechnic materials are not well understood;
2) kinetic parameters and thermophysical properties of the above materials are not well
characterized; and 3) the effects of chemical compositions and ambient flow conditions on
the infrared radiation output is not fully established.

The purpose of this research project is to help answer some of the fundamental
questions involved in the three areas listed above. The specific program objectives are:

1) to acquire a basic understanding of physical and chemical mechanisms involved in the
combustion of solid fuels under strong crossflow conditions (this involves
experimental testing with a supersonic blowdown wind tunnel and theoretical modeling
of the two-phase fluid dynamic and combustion processes);

2) to characterize the thermal degradation, pyrolysis, and ignition phenomena of the
specially formulated solid-fuel samples used in this project via strand burner and
CO» laser pyrolysis studies; and

3) to advance the understanding of radiative heat transfer during combustion of high-
energy solid fuels by determining temperature and species profiles and radiative
properties of particulate matter of plumes in quiescent environments using a Fourier-
Transform Interferometer (FT-IR) and numerical modeling of radiation.

Significant results obtained in the past year are summarized below.

I. Combustion of Solid Fuels under Strong Crossflow Conditions

To study both subsonic and supersonic combustion processes of high-energy metallized
solid fuels, a blowdown wind tunnel facility has been designed and constructed to
simulated ramjet environments. The facility is capable of simulating a broad range of
flight Mach numbers and altitudes. The flow Mach number selected for supersonic
combustion tests is 2.0, with a maximum mass flow rate of 9 kg/s and a test duration of
340 seconds.

The test section design allows detailed measurement of particle-laden turbulent
reacting boundary-layer flows above burning solid-fuel samples. Advanced non-intrusive
diagnostic instruments (inciuding real-time x-ray radiography and image analyzer systems,
Schlieren, fast wavelength tracking Smeets-George interferometer, and a Laser Doppler
velocimeter) have been set up for flow measurements and visualization. In addition to
these instruments, an aerodynamically shaped water-cooled gas sampling probe is online
with a gas chromatograph to extract gas samples from the reacting boundary layer at the
exit plane.

Boron-based solid-fuel samples have been fabricated at Penn State and were also
acquired from Aerojet, UT/CSD, and NWSC for this research study.
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The supersonic blowdown wind tunnel is now fully operational. The test section
downstream of the wind tunnel was fully characterized by the LDV and Smeets-George
interferometer. To facilitate the velocity measurements above the fuel sample, a fuel
sample holder and feeding system were constructed. The position of the sample surface can
be maintained at a fixed leveli by means of a laser-based servo-controller. A small-scale
supersonic nozzle is also used to calibrate the LDV and Smeets-George interferometer.

Current efforts are focused on igniting and sustaining a stable flame above a solid
fuel or propellant sample with the Mach 2 freestream flow. The Schlieren photograph in
Fig. 1 shows the position of the fuel sample at 18° from the horizontal. This
configuration generates a 49° oblique wave with a corresponding three-fold pressure rise
across the wave. The increased pressure and a rearward-facing step contribute favorably
to the ignition process, yet minimally affect the freestream velocity. Figure 2 is a
Schiieren photograph of the combustion stage of a typical sampie. A stable flame is held
in the recirculation zone while the flame spreads upward along the sample.

[I. Strand Burner Results

To study the combustion behavior of boron/(BAMO/NMMO) under no crossflow conditions,
a windowed strand burner was adopted for observing the burning characteristics of fuel
samples with different boron percentages in well-controlled environmental conditions.
Different gaseous mixtures were used to pressurize the strand burner for studying the
effect of ambient gas environment on the combustion behavior of boron/(BAMO/NMMOQO) fuel-
rich solid propellant.

From the measured burning rate data for five boron/(BAMO/NMMO) solid fuels with
different boron contents, it was found that the burning rate increases as boron weight
percentage increases, until an optimum value of boron weight percentage is reached; then
the burning rate starts to decrease with the increase of boron weight concentration. At
the optimum value of boron weight percentage, the heat released from the combustion of
boron/(BAMQO/NMMO) is sufficient to increase the temperature of the boron particles to
1900 K for second-stage ignition and rapid boron oxidation, and to release a huge amount
of heat of combustion from boron particles into the gas phase.

After each strand burner test, the combustion residues were collected for SEM
examination and X-ray diffraction analysis. From the X-ray diffraction analysis,
significant amounts of boron nitride in hexagonal crystalline form were found for the
tests conducted at 1034 kPa (150 psia) with 29% boron/(BAMO/NMMO). For other tests, the
amounts of BN found in combustion residues were much lower. The formation of boron
nitride at high-pressure conditions can significantly reduce the total amount of energy
released by the reaction of boron particles. The energy released by the reaction of boron
and nitrogen (23.7 kJ/g-boron) is only half of that released by the oxidation of boron
(58.7 kJ/g-boron). This indicates that the formation of boron nitride in a combustion
system is highly undesirable. It is believed that the formation processes of boron
nitride occurring in the combustion of boron-based solid propellants could have
significant effects on the overall energy release rate. Therefore, methods for reduction
or elimination of the formation of boron nitride in combustion systems should be
developed.

III. Pyrolysis and Ignition of Solid Fuels

The pyrolysis and ignition characteristics of a variety of solid fuels have been
investigated under radiative heating by a high-power COj laser. The baseline solid fuels
for the laser ignition studies have been boron/HTPB fuels with varying percentages of
boron. Another fuel tested was a composition of the energetic copolymer BAMO/NMMO and
boron of varying percentages. Preliminary results have also been obtained on five new
fuels from the NWC. The constituents of these fuels combined with boron in various
compositions and amounts included HTPB, the high-density hydrocarbons PCUD and Zecorez,
boron carbide, magnesium, and two combustion aids. A pyrotechnic material (MTV)
consisting of magnesium, polytetrafluoroethylene (PTFE), and Viton A has also been
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extensively investigated. Recently, solid pellets composed of varying percentages of
magnesium, boron, PTFE, and Viton A have been tested with promising results.

The boron/HTPB and boron/(BAMO/NMMO) solid fuels were formulated with varying
percentages of boron. For the boron/HTPB fuel tests showed that the delay time for first
light emission decreased as the percentage of boron increased (up to 20%) and the incident
heat flux increased. Further increases in boron percentage caused an increase in delay
time. However, by using a crossflow if inert gas above the sample surface to remove the
two-phase mixture of pyrolysis products, it was found that the delay time decreased
monotonically as the boron loading increased. This trend observed with the crossflow
method was also observed for the boron/(BAMO/NMMO) solid fuels. The wend can best be
explained by the effects on delay time of the volumetric specific heat of the pyrolysis
products versus the effect of the absorpuvity of the two-phase mixture on the rate of
increase of the mixture temperature.

Tests have been performed on several solid fuels formed by pressing together powders
of Mg, boron, PTFE, and Viton A into solid pellets. Figure 3 indicates that the addition
of both boron and/or Viton A to a basic composition of Mg and PTFE significantly lowered
the ignition delay times. Increasing the percentage of boron produced a much more
vigorous, yet controlled and reproducible combustion, increasing the buming rate by about
three times that of the base Mg/PTFE formulation. However, the optimum combustion of
boron/Mg/PTFE fuel was found to be 35/15/50 by weight percentage, and the addition of
boron beyond this composition significantly lowered the buming rate and combustion
stability.

Only preliminary resuits have been obtained for the five new solid fuels from NWC.
The usual trend of lower ignition delay times for higher heat fluxes was observed for all
these boron-based solid fuels. It was also found that the two compositions with boron
carbide and magnesium had significantly lower ignition delay times, roughly one-half the
delay times for the three compositions based on HTPB.

IV. FT-IR Measurements and Modeling of Infrared Radiation

The first phase of the experimental study includes the use of the Fourier-Transform
Interferometer (FT-IR) for performing either emission or transmission/absorption
spectroscopy on plumes of burning strands confined within a low pressure, transparent test
chamber. A schematic of the experimental setup for transmission/absorption measurements
is shown in Fig. 4. Attached to the transparent test chamber is a computer controlled
actuator, He-Ne laser, photodiode and a PC; these components will be used in a closed-loop
feedback system for the purpose of maintaining the burning strand in a fixed position,
such that time-independent measurements as well as measurements at different positions can
be performed using the FT-IR without changing the optical alignment.

The modeling effort of radiative heat transfer in plume environments is centered
around increasing the data base on radiative properties for particulate matter and to
extend an available radiation code (ARC) to include the effects of scattering for all
optical path lengths. In conjunction with these efforts, an exact formulation of the two-
dimensional radiation problem has been completed, and an analysis on the effect of
absorbing, emitting, and scattering particulate matter on the gaseous emission due to
either water vapor or carbon dioxide has been determined for one-dimensional, axisymmetric
plumes. The major finding of the latter study is that the particulate matter always
shields the gaseous hemispherical emission for all values of the single scattering albedos
and optical path lengths. However, preliminary results of a third study has revealed that
an enhancement of the gaseous directional emission exists for certain ranges of the single
scattering albedos and optical path lengths. This enhancement effect is due to the
scattering of emitted radiant energy from smalil slant paths into directions of large slant
paths.
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PREDICTION OF INFRARED EMISSION FROM COMBUSTION TESTGS
(ONR Contract No. N00014-88-C-0492)

Principal Investigator: Kurt D. Annen

Aerodyne Research, Inc.
45 Manning Road
Billerica, MA 01821

SUMMARY/OVERVIEW:

The objective of this program is to analyze infrared (IR) emission
from solid propellant combustion to obtain a better understanding
of the chemical, physical, and radiative processes occurring in the
combustion process. Our program interacts closely with the solid
propellant combustion program of Penn State, using the spectral and
radiometric IR measurements taken during their combustion tests.
By comparing predictive models of IR emission with the measured
data, chemical kinetic and radiative parameters used in modeling
advanced propellants (such as those containing boron) can be
checked, and a better understanding of the chemical and nhysical
processes which control the rate of combustion can be obtained. 1In
particular, we hope to obtain new information on the boron oxi-
dation mechanism and rates occurring in boron propellant combustion
and a verification of band strengths for the major boron combustion
product species.

AUTHORS: K.D. Annen, J.C. Wormhoudt, and C.E. Kolb
TECHNICAL DISCUSSION:

The infrared (IR) emission produced by the products of combustion of solid
propellants has considerable military significance. Both the initial com=-
bustion products and the products of the secondary combustion or "after burn-
ing", which occurs as the initial products mix with the surrounding atmos~
phere, are important contributors to the total IR emission. Measurements of
the IR emission produced in combustion tests can allow better predictions of
the IR emission produced by actual military systems, especially for advanced
propellants containing boron, and can also provide a wealth of information
about the chemical and fluid dynamic processes occurring in the solid pro-
pellant test.

The objective of our program is to complement the Penn State research on
solid propellants. Our work will focus on analyzing the spectral and radio-
metric data obtained by Penn State to improve our understanding of the
chemical, radiative, and fluid dynamic processes occurring in solid pro-
pellant combustion. Penn State is currently in the process of setting up a
Michelson FTIR spectrometer and a transparent strand burner chamber for solid
propellant tests in which the collection of spectral emission data is a major
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objective. During this period, we have worked on the development of pre-
liminary fluid dynamics, chemical kinetics, and IR radiation models which
have been used to predict emission spectra for propellants to be tested by
Penn State and will be used in the analysis of the spectral data when it is
obtained.

An interesting propellant which has been tested by Penn State in their high
pressure facilities and will be tested in the near future with spectral mea-
surements is a formulation consisting of boron and a BAMO/NMMO binder. Pre-
liminary predictions were made for this propellant based on the following
observations and assumptons. Penn State observed in their high pressure
strand burner that the boron particles in the B/(BAMO/NMMO) propellant do not
burn to completion at the propellant surface, but rather are ejected from the
burning surface by the decomposition of the binder. Based on this informa-
tion the concentration of gas phase boron species near the surface was
assumed to be small. By analogy with nitramine decomposition processes, the
BAMO/NMMO binder has been assumed to decompose to CH;0, CyHy, Nz, NOy, HCN,
and H. Subsequent reactions to form CO, NO, and a variety of radical species
occur rapidly. The peak temperature of the combustion products at a pressure
of 35 psia, prior to reaction with the external atmosphere, was measured to
be approximately 900 K. Higher temperatures were observed in the after-
burning region of the strand combustion flowfield. The soot mole fraction in
the 900 K region was assumed to be 0.01.

Figures 1 and 2 show sample predicted high resolution spectra in the CO band
center and P branch region for temperatures of 900 K and 1000 K. The main
features to note in these spectra are the ratios of the highest of the v = 0
rotational lines to the v = 1 "hot band" rotational lines in the vicinity of
the band center. The ratio is 0.36 at 900 K and 0.55 at 1000 K. Thus, the
CO line structure may be used to obtain an effective temperature for the flow-
field region observed by the FTIR spectrometer.

At a typical FTIR resolution of 1 cm~1l, the line features would not be as
sharp and temperature determination would be more difficult. In addition,
calculations performed for an assumed soot mole fraction of 0.10 indicated
that the baseline radiance level due to soot emission was raised to be rough-
ly equivalent to the intensity of the v = 1 rotational lines near line center.
While this level of soot background still allows the hot band peak heights to
be measured, fluctuations in this background level will increase the un-
certainty in the measurement of the hot band peak heights.

In the near future, we will incorporate chemical kinetics of the BAMO/NMMO
decomposition and combustion processes into our description of the strand
combustion flowfield. The model will then be compared against the Penn State
measurements and further refined when the FTIR data are available.
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TITLE: TURBULENT MIXING IN EXPONENTIAL TRANSVERSE JETS
(AFOSR Grant/Contract No. 87-0366)
Principal Investigator:
Robert E. Breidenthal, Associate Professor
Department of Aeronautics and Astronautics
University of Washington, FS-10

Seattle, WA 98195
(Telephone: 206-545-1098)

SUMMARY/OVERVIEW:
Effects of spatial acceleration on turbulent mixing are being investigated
experimentally in a new flow visualization water tunnel facility. For this purpose,
an array of discrete nozzles with exponentially increasing cross-sectional area and
injection speed has been constructed. Photographs of a fast chemical reaction and
laser-induced-fluorescence, between the transversely injected fluid through these
nozzies and the freestream, reveal the mixing characteristics of this flow. In
particular, the unsteady effects due to the exponential acceleration strongly inhibit
vortex growth and mixing in the near field. As an acceleration parameter is
increased, the penetration of the exponential transverse jet array increases by about
50%.
TECHNICAL DISCUSSION
For all unforced free shear flows, vorticity associated with each global vortex is inversely
proportional to the vortex lagrangian age. Global vorticity is diluted as pure irrotational fluid from
the freestream is entrained into the vortex. Vortices grow significantly in size as they move
downstream and mixing occurs rapidly.
Contrary to this, it is proposed that, under forcing, global vorticity of a particular vortex can
be made constant with time. If this can be accomplished, then the vortex does not entrain ambient

fluid, and mixing is inhibited as long as forcing is present. A particularly simple way of obtaining
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such a flow pattern is injecting one stream transversely into another one of uniform velocity,
through an array of transverse nozzles with exponentially increasing size and injection speed.

Current experiments are designed to test the validity of this hypothesis using flow
visualization techniques in a new water tunnel. Under the current grant, construction of the water
tunnel has been completed. Test section dimensions are 70cm x 70cm x 300cm, and maximum
flow speed in the test section is 70 cm/sec. Fluorescent dye is injected through the nozzle array
and a sheet of laser light illuminate a cross sectional plane at a downstream station x.

Figure 1 is a collection of such images for various values of the freestream tunnel velocity U.
We define an acceleration parameter @ to be the ratio of the characteristic nozzle ime dj/U; to the
e-folding time of the acceleration x¢/U. dj(x) and Vj(x) are the nozzle diameter and injection
speed respectively. xe is the downstream distance over which both dj and Vj increase by a
factorof e. So

d;u
Xer

Figure 1 reveals that as both U and a increase, the vortex pair formed from the transverse
jetis reduced in size. In part, this reduction in size results from a variation in the momentum ratio,
as indicated by the reduction in absolute jet penetration. However, the vortex size even normalized
by the vortex spacings markedly drops. Therefore the vortices become much smaller and closer to
the injection nozzle due to the acceleration. Changes in momentum ratio are not expected to change
the normalized vortex size. Experiments are in progress at constant & to confirm this.

Mixing between the primary and the injected fluids occurs in the vortex pair. As the size of
the vortices is reduced, the amount of mixed fluid residing in them must also be reduced. From
figure 2, the vortex cross sectional area, which goes as the square of their diameter, d decreases
by a factor of about four. Acceleration dramatically inhibits mixing in the vortex pair.

Another question is the effect of acceleration on jet penetration. Figure 3 is plot of the
observed penetration as a function of & , where the penetration is normalized by the assumed
influence of velocity ratio r = Vy/U inferred from the known far-field behavior of the classical,

single transverse jet. Under this normalization, the observed penetration is seen to increase in
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figure 3 by about 50% as a increases. This increase is not too surprising if the vortex pair
entrains less irrotational fluid and thus exchanges less transverse momentum. Again, the presumed
influence of momentum ratio is currently under study.

In summary, acceleration reduces vortex size and mixing. It appears that jet penetration is

concurrently increased.

a=035 a=0.75

Figure 1 Flow Visualization
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CHEMICAL REACTIONS in TURBULENT MIXING FLOWS
AFOSR Grant 88-0135

P. E. Dimotakis. J. E. Broadwell and A. Leonard

Graduate Aeronautical Laboratories
California Institute of Technology
Pasadena, California 91125

Summary/Overview

The purpose of this research is to conduct fundamental investigations of turbulent
mixing, chemical reaction and combustion processes in turbulent, subsonic and supersonic
flows. Progress in this effort thus far has uncovered important deficiencies in conventional
modeling of these phenomena. and offered alternative suggestions and formulations to ad-
dress some of these deficiencies. This program is comprised of an experimental effort.
an analytical modeling effort. a computational effort, and a diagnostics development and
data-acquisition effort, the latter as dictated by spzcific needs of our experiments.

Our approach is to carry out a series of detailed theoretical and experimental studies
primarily in two. well-defined. fundamentally important flow fields: free shear layers and ax-
isymmetric jets. To elucidate molecular transport effects. experiments and theoryv concern
themselves with both liquids and gases. The computational studies are. at present. focused
at fundamental issues pertaining to the computational simulation of both compressible and
incompressible flows.

Technical discussion

Our experimental investigations of the effects of free stream density ratio in gas phase.
subsonic shear layers have been completed. A first set of findings, were reported at the
National Fluid Dynamics Congress (NFDC), last July (Frieler & Dimotakis 1988). A Ph.D.
thesis (Frieler 1989) documenting this effort is nearing completion at this writing.

As part of our eiforts to extend these experimental studies to supersonic flow*, a review
paper covering turbulent mixing and combustion in turbulent shear layers was presented
at the most recent AJAA Aerospace Sciences Meeting (Reno. Nevada), and will also be
presented (with some extensions) at the 9** ISABE (Athens. Greece) this coming September
(Dimotakis 1989). In this review, a foreshadowing of some of the issues raised by the
prospect of supersonic flow of the free streams relative to the flow structures in the turbulent
mixing zone are discussed. along with implications in the context of entrainment. mixing
and combustion in hypersonic propulsion.

* Co-sponsored by AFOSR (URI) Contract F19620-86-0113
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At this writing, the assembly of the new supersonic combustion shear laver facility is
nearing completion. Briefly, it is comprised of an atmospheric pressure test section. with
a 15¢m span and a (nominally) 3.5 ¢m supersonic stream height. The design maximum
high speed stream Mach number is M; = 3.2. At the first phase of its operation., we plan
to run a subsonic low speed stream (.}, < 0.3) in order to attain a maximum convective
Mach number of M, =~ 2.2*%. Design run time is 3sec. The ability to accommodate
the H,/NO/F, chemical system in this facility will allow studies of supersonic chemically
reacting flows in Damkdhler number regimes ranging from kinetically slow to kinetically
fast. In the latter case. we intend to exploit the fact that chemical product formation
and measurements can serve as a quantitative measure of turbulent mixing on a molecular
diffusion scale (Koochesfahani & Dimotakis 1986, Dimotakis 1989).

The first part of our compressible shear layer (linear) hydrodynamic stability calcu-
lations were completed and reported at last year’'s NFDC (Zhuang, Kubota & Dimotakis
1988). Our results, as well as those reported in other similar computations, suggest that
the growth rate of (unbounded) shear layers, as spawned by two-dimensional disturbances.
decreases to values that are much smaller than have been observed in the laboratory (Pa-
pamoschou & Roshko 1988). Other mechanisms. potentially responsible for the larger
growth rates that are observed, are presently under theoretical investigation. Experiments
are planned in the new supersonic shear layer facility that should elucidate this important
issue.

In work recently completed in jet mixing flows, the experiments and behavior of
the concentration field of the jet fluid in low to moderate Reynolds number (5.000 <
Re < 40.000). gas phase flows has been documented (Dowling 1988: Dowling & Dimotakis
1988: Dowling, Lang & Dimotakis 1989). with several important new conclusions stemming
from these results. briefly outlined below. All measures of the mixing process in the far
field (z/d > 20) become self-similar when scaled by the outer flow variables. The mixing
process is not found to be independent of the flow Reynolds number, as least in the range
of Reynolds numbers investigated. The local mixing rate spans roughly three decades.
Additionally, we also found evidence that the rate of entrainment of reservoir fluid is
also Reynolds-number-dependent (at least for the gas phase flows and range of Revnolds
numbers investigated ).

Our experimental investigation of the stochastic geometric properties of the turbulent
interface in low to moderate Reynolds number turbulent jets is continuing. The focus in
these investigations is to characterize the dependence of the interfacial area. more specifi-
cally its surface-to-volume ratio, on the flow Reynolds number and Schmidt number. as well
as other characteristics such as the spectrum of the jet fluid (conserved scalar) fluctuations
at the smallest scales of the flow. We are finding no evidence in support the notion that
(constant power) fractal ideas are applicable to the description of these interfaces. These
investigations. which are also designed to resolve the much smaller species diffusion scales
in water. will provide an important link to the gas phase work of Dowling & Dimotakis.
cited above, and the previously completed work in watert. We expect this research to

"* Estimated assuming approximately equal pressure recovery from each stream. i.e. no shocks. See
Dimotakis (1989, Sec. 2.2) for a more complete discussion.

t Co-sponsored by the Gas Research Institute, Contract No. 5087-260-1467.

¥ At lower time/space resolution, however. See Dahm 1985 and Dahm & Dimotakis 1987.
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have further reaching implications. elucidating, in particular. many of the issues that must
presently be accepted on faith in many of the modeling efforts currently underway.

We are proceeding with our experimental investigation of Reynolds number effects in
the High Pressure Combustion Facility (0.1 < pg < 10 Atm). A set of experiments is in
progress which will initially utilize the H,/NO/F, chemical system. permitting very low
adiabatic flame temperature rise systems (AT, < 40 A') to be realized. Buoyvancy effects
are minimized thereby, while retaining an overall reaction rate in the turbulent jet that is
kinetically fast. Qur first investigations are targeted at documenting the Revnolds number
dependence, if any, of the flame length over two decades in the jet Reynolds number. This
range of Reynolds numbers is sufficiently high to resolve such effects. if they exist. and has
never been attained in any single combustion experiment in the past. to the best of our
knowledge. '

Work on the Two-Stage Lagrangian Model that has been under development for some
time (Broadwell & Breidenthal 1982. Broadwell 1987 and Broadwell & Mungal 1988) is
proceeding along two lines. First, under joint support from the Gas 2esrarch Institute and
the Sandia Combustion Research Facility, the model for reactions in suear lavers and jets
is being cast in forms that allow treatment of chemical kinetics of arbitrary complexity.
In its simplest form. the model consists of two inter-connected perfectly-stirred reactors.
Such a model for a methane-air flame is presently operating. Methods for more realistic
treatment of the flame-sheet component of the model are under study. Secondly. a possible
connection between the concepts underlying the model and the idea of chaotic advection
or Lagrangian turbulence are being explored. Recent work of Aref and co-workers (1989),
Ottino (1988), and Rom-Hedar, Leonard, & Wiggins (1989), in particular. suggest such a
connection. and in any case, point to a different way of discussing the model.

In the computational part of this program, our efforts to increase the efficiency of vortex
element calculations have continued. Using hierarchical clustering techniques. targeted
reductions from O(N?) to O(N log.V) have in fact achieved O(V) in the computational
effort, where .V is the number of vortex computational elements. High efficiency algorithms
have been developed for — and tested on — concurrent computing machines at Caltech.
In an effort to extend the numerical simulation of turbulent flows to the compressible
flow regime. we have initiated an ab initio effort to describe the flow using lagrangian
computational elements. Important new issues arising from a consistent description of the
flow in the presence of shocks are under investigation, in a first pilot effort of usteady. 1-D
flow. It should be noted that the methodology under development and investigation is
focusing on techniques that are extendable to unsteady flow in two and three dimensions.
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OPPOSED JET TURBULENT DIFFUSION FLAMES

(AFOSR) Grant 88-0011
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SUMMARY/OVERVIEW:

The laminar counter flow combustion configuration has been used extensively the past ten years [1-4] for studying fundamental
combustion problems such as fuel dilution and strain rate dependence on fiame extinction limit. However, very few studies have
been done on the structure of turbulent opposed flow flames. The objective of this research program is to investigats expenmentally
the dynamics and structurs of opposed fet turbuient diffusion flames, where a jet of fuel is directed counter to an oncoming airstream.
This combustion configuration is of fundamental interest in exploring the effects of strain and heat release on the fiuid mechanics of
turbulent diffusion flames. Additionally, it exhibits some of the charactenistics of boundary layer separation caused by ransverse fuel
injection in scramjet combustors.

TECHNICAL DISCUSSION:

The combustion configuration being investigated consists of a fuel jet exit pipe of d=6.4mm in diameter directed downward toward
an air jet 130mm in diameter. The velocity of the air jet is maintained at 5.5m/s. Turbulence (u/u = 8%) is generated in the air flow
by a periorated plate. The vertical distance between the exit of the fuel jet and the air flow can be adjusted to vary the overail strain
rate on the reaction zone structure. Hydrogen fuel with helium dilution of various levels are used to study the effect of the dilution on
the extinctior of the counterflow turbulent diffusion flame. To investigate the effect of combustion on the twrbulent mixing, reacting
and non reacting opposed jets are studied. The high speed tomography technique is based on laser sheet Mie scattering. A laser
sheet of light of 60mm width and .Smm thickness is produced by a copper vapor laser which provides Smj puises of 10 ns width at
adjustable repetition rates up to 6khz. A high speed Fastax camera records the tomographic images. The laser is driven by the
camera at 2khz. Due to the large differences in flow rate of the fuel and air jets in order to match the Mie scattering intensity of the
jet with that of air, it is necessary to seed the fuel jet with TiO2; silicone oil aerosol is used for the air jet The tomographic records
are digitized and stored in a digital computer for further treatment.

RESULTS

The H2/He diluted opposed flow has been studied with and without combustion. Both the fuel jet and air jet have been seeded
separately and simuitaneously. As an example, Figs. | and 2 show respectively the turbulent opposed jets without and with
combustion. In these cases, only the fuel jet is seeded with TiO2 particies. The fuel jet Reynolds number is 2000 in both cases.
Significant differences in the scale of the wrinkies can be seen. The turbulent jet interface is clearly more convoluted in the non-
reacting flow case than in the combustion case indicating significant effect of heat release on the mixing process. A fractal analysis
of these edges has been done to quantify this comparison using a counter segment aigorithm previously used by Gouldin [6]. A
fractal curve is defined by three parameters: the inner cutoff Ei, the outer cutoff Eo and the fractal dimension D (which is found to be
between 2 and 3 for a fractal surface and between 1 and 2 for a fractal curve). Physically these parameters represent respectively
the smallest wrinkie scale of the curve, the largest wrinkle scale of thea curve, and the scale hierarchy between the largest and the
smallest. In the case of wrbulent non-reacting flow for sufficiently high Reynoids number, the fractal dimension has been found to be
constant and equal 10 2.34 {7,8] for a surface. Typical fractal piots are presented in figs. 1 and 2 and represents a statistical analysis
of the stagnation region for both reacting and non-reacting cases averaged over 30 samples. Value of Eo=20mm, Ei=2mm, D=2.07
are found for the reacting case, and EO=16mm, Ei=1.3mm, 0=2.18 for the nonreacting case. These resuits show dlearly the large
effect of the combustion on the mixing process. The wrinkies are increased at all scales by the heat release (both cutoffs Eo and Ei
are larger in the combustion case). The combustion changes the scale distribution of the wrinkies and reduces significanty the
fractal imension of the jet intertace. Fig. 3 shows two instantaneous images of the turbulent counter flow diffusion flame obtained at
a time separation of 0.6ms. In this case both fuel and air are seeded. On these pictures the reaction zone (dark part of the images)
is delineated by two jets seeded respectively with TiO2 and silicone particles. From these images two distinct regions can be
distinguished:

a) In the stagnation region the thickness of the reaction zono is between 2 and 4mm. From two consecutive pictures a wrinkle
structure in a region of interest can be isolated and its successive lengths computed. The evolution of the length in time leads o the
local stretch determination. In the stagnation region the stretch has been found to be 400s-1 for this particular examoie.
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b) The shear layer exhibits where large structures which are convected and sheared due 10 the mean flow velocities differences,
and which produce a significant entrainment on the both sides of the flame. By isolating a vortex center the velocity and the velocity
gradient between two structures can be evaluated.

As an example, for the images Fig. 3 the convection speed of typical vortex structures have been found to vary between Smv/s and
10m/s and the local strain of the turbulent flow field and the local stretch of a vortex along the reaction fayer was found to be about
200s-1.

CONCLUSION

Two dimensional time resolved Mie scattering imaging has been found o be very useful in providing a means to evalute the
dynamics of the flow field and of comparing it to the stretch of the reaction zone. Fractal analyses from the tomography records
show clearty how significantly combustion changee the wrinkling process of the turbulent reaction zone. Further statistical treatments
are stll in progress (reaction zone thickness, overall strain rate of the flow field, local stretch of the reaction zone structure). In order
to determine if local extinction can occur by changing the turbulence conditions (instantaneous local strain rate) or by changing the
fuel compasition (slowing down the chemistry) instantaneous line temperature measurements using Rayleight scattering (9] are
planned. All of thesa resuits should find application in the modeiing of turbulent reacting flows.
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SCRAMJET COMBUSTION MIXING IMPROVEMENTS
USING PULSED TRANSVERSE FUEL JETS

ONR Grant/Navy N00014-89-J-1696 VAKILI
Principal Investigators: Ahmad D. Vakili, James M. Wu

The University of Tennessee Space Institute
Tullahoma, Tennessee 37388

SUMMARY/OVERVIEW:

Combustion process in scramjets, and to some extent in ramjets, is limited by mixing.
Various concepts of mixing which are developed for ramjets are not as efficient for scramje*
combustors. The development and growth of shear layer, which is responsible for mixing
of fuel and air, is relatively slow in supersonic flows and cannot be effectively utilized as
in ramjets. An alternate technique has been conceptually developed. Our new approach
utilizes transverse injection of fuel into the mainstream in a pulsed manner to optimize
the mixing between the two streams. The pulsation of fuel jets injection in a controlled
manner is not only a means to improve the fuel and air mixing process but it is also a
way towards controlling dump type combustors instabilities. Application of this type of
transverse pulsed injection has been tested and found to eliminate the instabilities similar
to the ones in ramjet dump combustors.

[. TECHNICAL DISCUSSION

In a scramjet powered flight vehicle, supersonic air is captured through an inlet ge-
ometry which decelerates the airstream to lower supersonic velocities and higher static
temperatures and pressure before introducing it to the combustor section. Fuel, usually
hydrogen or hydrocarbons, is injected into the air at sonic or supersonic speeds either ax-
ially or transversely. Air and fuel will mix and depending on the local static temperature,
the chemical reaction and heat release may take place spontaneously. Combustor static
temperatures in scramjets are usually high enough so the chemical reaction rates between
hydrogen and oxygen are quite fast. Therefore, it is generally believed that the process
of chemical reaction, and heat release, is mixing limited while the combustion processes
are believed controlled by turbulent transport mechanisms. Obviously, the injector geom-

etry and orientation have pronounced effects on mixing behavior in supersonic combustor
design.

It would be highly desirable to provide enhanced fuel air mixing through more efficient
means.

One such technique is transverse fuel injection with pulsation. Preliminary studies by
our team have shown that as a result of pulsation superimposed on a jet in crossflow, the
jet penetration into the cross stream increases significantly in addition to the increase in
turbulence level downstream of the jet region [Ref. 1].
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This study is comprised of two parts. First, through an experimental approach we
would like to demonstrate the feasibility of pulsed transverse fuel injection into a fluid
stream in order to improve the mixing between the fuel and air. Second, in an analytical
way we would like to incorporate the pulsation flow parameters such that the physics of
flow is reflected in estimating the mixing and penetration.

II. PULSATING JET IN UNIFORM LOW SPEED CROSSFLOW

Jets in uniform crossflow have been studied extensiveiy due to their many practical
aerodynamics applications [Ref. 2—4]. Introducing unsteadiness in the jet of such flows
generally results in a totally different type of flow pattern and features which could be of
tremendous value in improving mixing, increasing diffusion and entrainment.

Pulsating jet in crossflow represents time dependent three dimensional flow containing
many vortices. Details of this study can be found in Reference 1. Jet plume centerline
trajectory for various frequencies is shown in Figure I.1. As it is evidenced, there is a
critical frequency for which the penetration of the jet into the crossflow is maximized.
Figures 1.2. and I.3. show the turbulence properties and the velocity profiles at several
heights above the jet exit plane.

Pulsation in the jet was enabled by a solenoid valve in the jet supply line. A frequency
generator was used to control the various frequencies at which this valve was operated.
In addition to complex fluid mechanic interactions created by the pulsating jet, the pen-
etration into the crossflow increased due to the jet pulsations. It has become clear that
tremendous increase in the depth of penetration at frequency under 2H z. The mechanism
for this flow pattern can be explained through the individual vortex rings flow pattern.
The pulsating jet at low frequency generates a series of vortex rings with some spatial
distance between them. This distance delays adjacent vortices from interacting with each
other and hence keeps the self-pumping ability. With enough clearance between them this
self-pumping characteristics resulted in the deep penetration of jet flow. The depth of
penetration remains the same at pulsating frequency higher than 8Hz.

The distance between the neighboring vortices depends on the freestream velocity or
the convective velocity of each vortex ring and the frequency of the pulsating jet. For low
speed flows, where this study was performed, the pulsating frequency of two Hz appears
to provide the optimum desired penetration of vortices. At high freestream speeds higher
frequencies are expected to be resulting in optimum penetration and mixing.

III. MEASUREMENT TECHNIQUES

Phase conditioned measurements shall be made at several points in the test section.
For cold flow, these measurements will be made using dynamic pressure transducer and
hot wires. Correlations between various points will indicate any coupling which may exist
between the flow parameters at several points.

A fundamental requirement of this research is determination of the degree of fuel-air
mixing and the extent of resulting, finite-rate reactions in supersonic flowfield. To accom-
plish this, laser-scattering diagnostics will be used to provide both semi-quantitative, flow
visualization and, for selected, molecular species, detailed measurements of the species
densities, temperatures and partial pressures. The general criteria that guide the selection
of specific laser-scattering methods include [1] molecular specificity, CLQ spatial and tem-
poral resolutions that are consistent with the flowfield’s spatial gradients and temporal
fluctuations, respectively, and (3] the comparative robustness and ease of application to a
gas-dynamics facility.

The laser-scattering measurements will be performed by the UTSI Center for Laser
Applications (CLA) faculty and staff who have extensive experience in the applications
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of laser-scattering diagnostics to time-dependent, reacting, flowfield studies. Their studies
and the diagnostics summary of Ref. 5 demonstrate the wide range of techniques that
are available for use; e.g., linear and nonlinear fluorescence, spontaneous Raman scat-

tering (spRS), coherent anti-Stokes Raman scattering (CARS), and various pump-probe
techniques.

IV.
1.

o

Ll o
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EXPERIMENTAL AND COMPUTATIONAL STUDIES OF
SWIRLING FLOWS IN DUMP COMBUSTORS

AFOSR Grant Contract No. 230831
Principal Investigators: A.S. Nejad, S.A. Ahmed, R.S. Boray.

Advanced Propulsion Division
Experimental Research Branch
Wright-Patterson AFB, Ohio 45433-6523

SUMMARY /OVERVIEW:

An experimental and computational investigation of
confined separating flows in subsonic regime is in progress.
The ultimate goal of the present effort is to gain a better
fundamental understanding of the mixing process, chemical
reaction, and heat release in sudden expansion flows. The
current effort is comprised of three distinct but interrelated
sub-tasks: 1) The experimental study of mixing and combustion
in axisymmetric sudden expansion flows; 2) development of
higher order computational techniques such as large eddy
simulation and direct numerical simulation; 3) Development of
laser based (non-intrusive) diagnostic techniques for time
resolved field measurements of vector and scalar quantities
(i.e., velocity, temperature, species concentration, and
pressure) in highly turbulent reacting environments.

TECHNICAL DISCUSSION:

The development of mathematical models capable of
predicting the turbulent behavior of reacting and non-reacting
flows in complex geometries has been and continues to be the

focus of many studies. The advent of large and fast super
computers together with the availability of powerful post
processing (graphics) routines have also popularized the

numerical simulation of turbulent flows amongst the scientists.
The majority of the research to date has the common goal of
increasing the understanding of the behavior of turbulent flows
in complex geometries and improving the accuracy of the
computational methodology. Current 1lower order predictive
codes, ones requiring turbulence models, require wvarious
assumptions in the solution of the Navier-Stokes equations.
These simulations are therefore accompanied by in-depth
experimental studies and require a fair amount of fine tuning
for accurate duplication of the experimental observations.
Higher order simulations such as direct numerical simulation
(DNS) or large eddy simulation (LES) address the complex flows
with more rigor. However, their use as an engineering design
tool 1is yet to be determined. Primarily, the present study
is directed towards exploring the fundamental characteristics
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of sudden expansion flows. The goal is to establish a
benchmark data base to assist turbulence model development and
assessment. To this objective, both experimental and numerical
efforts have been implemented.

During the past year work has progressed on several
fronts. A series of experiments was conducted in isothermal
sudden expansion flows. Different swirlers were designed and
fabricated to study the effects of swirl strength (tangential
to axial momentum ratio) and swirl blade geometry on the
ensuing combustor flowfield. These cold flow experiments
shall serve as base line reference to help understand the role
of reaction and heat release on turbulent transport mechanisms.
A major facility to conduct experiments with heat release has
been designed and is being fabricated. The design has
incorporated innovative approaches for providing optical access
without disturbing the integrity of the axisymmetric flowfield.
Work has also progressed towards implementation of planar laser
induced fluorescence technique for vector and scalar
measurements in high-speed reacting flows.

All cold flow measurements were conducted in a clear
plastic flow model of a coaxial ramjet dump combustor, Figure
1. The combustor consisted of two major sections: the inlet
assembly and the combustor chamber and exhaust nozzle. This
modular design allowed optical access for 2-D LDV measurements
while preserving the integrity of the combustor flowfield. The
inlet assembly consisted of a settling chamber, inlet pipe, the
associated temperature and pressure instrumentation, and the

teflon swirler housing. The combustor section consisted of a
plexiglas pipe which terminated in a large plexiglas
rectangular chamber to aid in flow visualization studies. The

unique feature of the design was the ability of positioning the
dump plane relative to the combustor measurement station. Also,
a 38X38mm flat quartz window was installed in the inlet pipe
for measurements upstream of the swirler. Inlet flow
disturbances were eliminated, when measurements in the
combustor section were performed, by replacing the quartz
window with a plug having the same radius of curvature as the
inlet pipe. In order to study the effects of swirl
number on the combustor flowfield, three constant
angle swirlers (S = 0.3, 0.4, 0.5) were used. Also, swirlers
with various blade geometry were employed which provided forced
vortex, free vortex, and constant angle (S = 0.4) inlet flow
conditions to examine the effects of different inlet swirl
profiles on the ensuing combustor flowfiled. Some of the
results were reported earlier in references 1-3 and comparisons
of normalized flow variables are shown in Figures 2-4. In
summary, it was shown that swirl significantly affects the
combustor flowfield. The free vortex type swirler generated a
very strong central toroidal recirculation zone, which helped
in improving the performance of the dump combustor. Time
averaged calculations, using K-E turbulence model, were
performed and the results were not promising. Work in higher
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order simulation of turbulent flows has been initiated to
examine the technique from two view points. First, its role in
providing data for improving lower level turbulence models will
be examined. Second, emphasis will be placed upon developing
efficient numerical schemes to allow engineering calculations
of flows of interest.
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THE EFFECTS OF COMPRESSIBILITY ON A SUPERSONIC
MIXING LAYER

AFOSR Contract No. F49620-88-C-0003
Principal Investigator: David Nixon

Nielsen Engineering & Research, Inc.
510 Clyde Avenue
Mountain View, CA 94043-2287

SUMMARY /OVERVIEW

The objective of this work is to identify the flow mechanisms that cause
the decrease in the spreading rate of supersonic mixing layers and to suggest
means of enhancing the mixing. Supersonic mixing layers are being studied
using a numerical simulation. An analysis of the energy balance was used to
derive a relation between the mixing of a shear layer and the rotational
kinetic energy produced by the shear. This analysis represents many of the
features of the compressible mixing layers and is used to develop a suitable
computational model of the mixing. It is expected that these studies will
provide important insight to the effects of compressibility on the
interaction between turbulent eddies and shear layers.

TECHNICAL DISCUSSION

The objective of this work is to identify the flow mechanisms that cause
the decrease in the spreading rate of supersonic mixing layers and to suggest
means of enhancing the mixing. One of the possible scenarios of turbulent
flow in supersonic mixing layers includes the presence of shock waves (or
shocklets) which could be produced either by the fluctuating turbulent eddies
or by large vortical structures, 1f rhe local flow relative to some reference
frame becomes supersonic. In the case of the turbulent eddies, the induced
velocities are not steady, and the shock developed will be very transient;
the nature of such a transient shock/turbulent eddy interaction is not known
at present.

The spreading rate of a turbulent shear layer with at least one stream
supersonic has been observed to be about one quarter that of an
incompressible layer at the same velocity and density ratio. Turbulent flows
have been envisioned as circumscribed by a surface of relatively simple
topology, which marks the instantaneous boundary between the turbulent and
nonturbulent flow. Entrainment is described as the flux of nonturbulent
fluid across the interface. The entrainment process can be viewed as
possessing three main phases. Briefly, these phases involve induction,
wherein irrotational fluid in the vicinity of the vorticity-bearing fluid is
set in motion through the induced velocity field; straining, wherein a fluid
element is strained until 4its spatial scale 1is small enough to make it
susceptible to viscous diffusive oprocesses; and diffusion, where other
possible diffusive processes may occur. The clear demarcation between
turbulent and non-turbulent fluid can be observed by various means.
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A theoretical analysis of the mixing process was performed to study the
effect of the convective speed of large turbulence structures on the mixing
and to develop insight for the interpretation of the numerical calculations.
It is assumed that a large turbulent eddy can be represented by a vortex.
The vortex is caused by the shear stresses between two layers of a viscous
fluid moving at different speeds. The convective Mach number, M. of the eddy
is taken to be a weighted average of the two free stream Mach numbers.

The mixing, m, 1s defined as the net mass flux across the boundary
between the two fluid streams and is given by

<XQ X2
m = J plvidx + J plv|dx (1)

-X1 X0

where p is the density, v is the velocity normal to the mixing boundary, #*xo
denote the edges of the vortex core produced by the shear, and x; and x; are
the limits of the region, sketched in Figure 1. A non-dimensional value of
m, @ is obtained by dividing m by pouos where po and u, are representative
densities and velocities respectively and s 1is the area through which fluid
is transferred. The final result from the analysis can be expressed as

afm. = (m /m )° |(RKE) _/(RKE) ] (2)
1 o] o1 o1l Q

where RKE {is the rotational kinetic energy of the vortex, the subscript i
denotes an incompressible value, the subscript o denotes a value for RKE of
(RKE) -

A test of this theory was conducted in which the governing equation for
the flow was taken to be the Transonic Small Disturbance equation, (see Ref.
1).

Eé + 2 E; = 2 k +
C2 ¢tt c ¢xt = (F - ¢x) ¢xx ¢yy (3)

where M. 1s the convective Mach number of the structure and

2 2
po= (1 -M)

. 3/2
ko= (7 + LM
cC =2X

[o]

Solutions of this equation were used to calculate the mixing, M, with its
associated RKE, (RKE),.




Results for m/mj; given by Equation (2) are presented in Figure 2
compared with the spreading rate of a turbulent mixing layer from Reference
2. These plots show a clear resemblance between m/Mm; as a function of M..
The behavior of the mixing with M. 1is due to density effects which cause the
pZ and nonlinear terms in Equation (3). Shock waves start to appear at about
M. = 0.7 but do not build up until much higher values of M.. For low Mach
numbers, it can be shown that the variation of m/m; is approximated by

-, - 3 2
m/mi = pf /(1 - Mc/2) (4)

where

2
pr=1 - (5)

The curve for Equation (4) 1is shown for comparison in the plot of the
spreading rate, Figure (3). The implication of these results is that a
considerable amount of the incoming energy that would normally be converted
to rotational energy is being expended in compressing the gas, thus reducing
the circulation of the vortex.
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INSTABILITY & TRANSITION IN SUPERSONIC SHEAR LAYERS
ONR Contract No. N00014-89-J-1460

James J. Riley & D. Scott Eberhardt

University of Washington
Seattle, WA 98195

SUMMARY/OVERVIEW

The accurate prediction of supersonic combustion is an especially difficult problem, partly
due to the lack of information and understanding regarding supersonic turbulent flows. And since
turbulence is related to the stability properties of a flow, especially for turbulent free shear layers.
we have addressed the problem of stability and transition in subsonic and supersonic shear layers.
Our approach utilizes both analytical methods and direct numerical simulations. Furthermore,
since supersonic shear layers are known to be very stable to two-dimensional disturbances, we
have explored new scenarios for transition, including instabilities which are reinforced by confining
boundaries, and instabilities which are primarily three-dimensional.

TECHNICAL DISCUSSION

We have addressed stability and transition in subsonic and supersonic free shear flows using
both mathematical stability analysis and direct numerical simulations. The physical problem con-
sidered is a two-dimensional shear layer in a confined channel (see Figure 1). In order to estimate
mixing we also consider a binary, single-step, diffusion-limited chemical reaction, where one reactant
is initially in the top layer and the other reactant is in the bottom layer. The mathematical prob-
lem involves the Euler equations for an ideal gas, with free-slip conditions at the upper and lower
boundaries. Both temporally-growing and spatially-growing instabilities have been considered. To
solve for the chemical reactant and product concentrations we employ a conserved scalar.

The stability analysis has mainly involved the solution of linear eigenvalue problems to exam-
ine the stability characteristics of confined shear layers to both two- and three-dimensional distur-
bances. A Runga-Kutta method is used to soive the resulting ordinary differential equation, and
a Newton-Raphson iteration is applied to handle the resulting nonlinear eigenvalue problem. The
direct numerical simulations mainly employ an explicit, second-order Total Variation Diminishing
algorithm based on the work of Yee, Warming, and Harten (1984), although spectral methods with
flux correction, higher order flux-corrected methods, and compact (Padé) schemes are also being
used. Unsteady two- and three-dimensional flows are simulated, and the excitation is provided by
the resuits from the stability theory.

Three different but related problems have been addressed. The first aspect of our study
addressed subsonic and supersonic free shear layers where boundary effects were not important
(Soetrisno et al., 1988). Mainly two-dimensional direct numerical simulations were employed. We
observed the decrease in the growth rate of the layer as the convective Mach number was increased,
as predicted by previous theories, and the development of eddy shocklet for convective Mach num-

bers near 1. For convective Mach numbers significantly larger than 1, the layer remained relatively
stable to all two-dimensional perturbations.
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We next examined the effects of confining the shear layer (Greenough et al., 1989). It has been
previously observed (Mack, 1984, 1989; Tam and Hu, 1988) that the effect of wall confinement can
be to cause constructive Mach wave interference which results in the instability of the shear layer.
As an example of this, Figure 2 gives a plot of the maximum growth rate versus Mach number
for both an unbounded and a bounded vortex sheet. The unbounded vortex sheet is known to be
stable to all disturbances for a convective Mach number greater than /2 (Miles, 1958), whereas,
when boundaries are introduced, we find instabilities at all Mach numbers computed (Figure 2b).
Direct numerical simulations have been performed to examine the nonlinear development of these
“wall” modes. We find that they are highly unstable, having growth rates comparable to Kelvin-
Helmholtz instabilities for low Mach number flows. The character of their development, however,
is very different from the rollup produced by the Kelvin-Helmholtz instability. Instead of roliup,
a sawtooth pattern develops (see Figure 3), which ultimately tends to fill the channel. Without
rollup, however, this instability is apparently not as efficient at mixing.

The third aspect of our study has dealt with three-dimensional instabilities. It is well-known
(Fejer and Miles, 1963) that, although vortex sheets are stable to any two-dimensional disturbance
for convective Mach number above v/2, they still remain unstable to three-dimensional disturbances
which are at a large enough angle to the flow direction. (These disturbances see only the flow in their
direction, which is subsonic.) Therefore transition due directly to three-dimensional perturbations
may be important. Figure 4 gives a plot of constant contours of maximum growth rate versus
streamwise and lateral wave number for a shear layer with a convective Mach number of 1.45. To
the lower right the fairly smooth peak is due to oblique modes, which we find to behave as oblique
Kelvin-Helmholtz modes. To the upper left are wall modes, whose behavior gives a much more
complex stability diagram. We have completed a series of direct numerical simulations using both
two- and three-dimensional excitation of shear layers for a range of Mach numbers, studying the
behavior of isolated three-dimensional disturbances as well as their interaction with two-dimensional
disturbances. At lower convective Mach numbers (< 0.75), we find resuits qualitative similar to
previously published results for incompressible flows (e. g, Metcalfe et al., 1987; Riley et al., 1989).
For higher Mach number flows, however, the results are significantly different. For example, now
the three-dimensional perturbations are more unstable than the two-dimensional ones, so that the
flowfield becomes three-dimensional much faster and large-scale two-dimensional structures connot
remain as coherent as they do for lower speed flows. Also two-dimensional wall modes can have
significantly different phase velocities from those of oblique Kelvin-Helmholtz modes, which greatly
affects their interaction. Finally, the role of the two-dimensional mode is no longer strictly catalytic,
as in the subsonic case, but it strongly participates in the energetics of the interactions.
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Figure 1. An idealized three-dimensional confined mixing layer.
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Figure 2a. Growth rate for an unbounded vortex sheet versus the reiative
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Figure 2b. Growth rate of a bounded vortex sheet versus the relative Mach number.

59




L)
B0 9 N0 SN S0 6B M 0N e

Figure 4. Growth rate in k-{ wavenumber space for a convective Mach number of 1.45.




61

THEORIES OF TURBULENT COMBUSTION IN HIGH SPEED FLOWS

(AFOSR Grant No. 89-0310)

Principal Investigators: P.A. Libby and F.A. Williams

Department of Applied Mechanics and Engineering Sciences
University of California, San Diego
La Jolla, CA 92093

SUMMARY /OVERVIEW

The objective of this research is to improve understanding of the chemical
kinetics and fluid dynamics of turbulent combustion in high-speed flows. Super-
sonic combustion in hydrogen-air mixtures is being addressed by theoretical
approaches that distinguish between reaction-sheet and distributed-reaction
regimes. The work seeks to identify effects of compressibility in turbulent
combustion, methods for including compressibility in theoretical analyses, and
reduced chemical-kinetic mechanisms appropriate for supersonic combustion. The
results may help to enhance capabilities of reasonable computations of high-
speed turbulent reacting flows.

TECHNICAL DISCUSSION

In this newly initiated project, attention has been focused first on non-
premixed hydrogen-air combustion. Previously established methods were employed
with the most recent rate data for elementary steps [l] to calculate diffusion-
flame structures by numerical integration. This is a first step towards identi-
fying reduced chemical-kinetic mechanisms. Results for atmospheric pressure
and initial temperatures of 300 K, at a low strain rate of 60 s~l, are shown in
Figs. 1-6. The nonmonotonic variation of the rate of scalar dissipation with
mixture fraction, shown in Fig. 3, also has been observed for CO/H2 flames [2]
but disappears at higher strain rates.

Differential diffusion in hydrogen-containing diffusion flames introduces
strong curvatures in most published plots of concentrations as functions of
mixture fractions, away from regions of chemical activity. A mixture fraction
suitably emphasizing the H element has been shown to remove this curvature for
CO/Hp flames [2], analyzed with a simplified 2l-step mechanism [3]. The mixture
fraction Z(h) in Figs. 1-6 is based solely on enthalpy. Except for the curva-
ture in the temperature profile at the fuel boundary, seen in Fig. 1, this
selection may be observed from these figures to also eliminate the differential-
diffusion curvature that masks chemical activity. Studies are continuing towards
identifying the most appropriate definition of mixture fraction in hydrogen-air
flames. Asymptotic methods, principally rate-ratio a. =ptotic, are then to be
introduced to obtain simplified descriptions of flame structures.
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Flame-structure results like these are to be used in identifying condi-
tions under which turbulent hydrogen-air flames lie in reaction~sheet and
distributed-reaction regimes. Turbulent-flame studies [4,5] have identified
Fig. 7 as a plane of large-eddy Damkohler number and turbulent Reynolds number
for delineating regimes of turbulent diffusion flames as well as turbulent
premixed flames. An early aim is to determine where in this plane the high-
speed turbulent-combustion situations of greatest interest lie. Once the regimes
are ascertained, influences of kinetic energy and large pressure fluctuations
on the flame structures are to be considered.

Including kinetic-energy and pressure~fluctuation terms in approaches
like the Bray-Libby-Moss scheme for describing turbulent combustion involves
developing understanding of pressure-velocity and pressure-concentration com-
pling in compressible turbulent reacting flows. A long-term objective of this
research is to obtain the understanding needed for nonempirical approximation
of these pressure-interaction effects so that well-founded predictive schemes
can be developed.
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CHEMICAL KINETIC AND AERODYNAMIC STRUCTURES
OF FLAMES

(AFOSR Grant No. 89-0293)

Principal Investigator: Chung K. Law

Princeton University
Princeton, NJ 08544

SUMMARY/OVERVIEW:

The objective of the present program is to study the structure of laminar
premixed and diffusion flames through (a) non-intrusive experimental
determination in reduced and elevated pressure environments, (b) computational
simulation using detailed flame and kinetics codes, and (c) asymptotic analysis
for the reduced mechanisms. During the reporting period we have (1)
experimentally determined the laminar flame speeds of methane/air mixtures as
functions of stoichiometry, pressure, and flame temperature, and computationally
simulated their values by using various C, and C, mechanisms; (2) proposed a
chemical kinetic limit for the propagation of the adiabatic, planar laminar
flame; (3) experimentally determined the extinction stretch rates of diluted
methane/air diffusion flames and interpreted the results on the basis of a
branching-termination reaction scheme; and (4) experimentally investigated the
influences of aerodynamic straining and gaseous additives on the various sooting
limits of several alkane/air diffusion flames, and identified concentration
modification due to preferential diffusion as a potentially important mechanism
influencing soot formation.

TECHNICAL DISCUSSION
1. Laminar Flame Speeds and Reaction Mechanisms of Methane/Air Mixtures

The laminar flame speed S; is an important physico-chemical parameter of a
combustible mixture because it contains the basic information regarding its
diffusivity, exothermicity, and reactivity. Most of the earlier experimental
determinations of S}, however, have been complicated by the coupled effects of
flame stretch and preferential diffusion. These influences can cause uncertainty
in the study of chemical kinetic mechanisms by using S; as a criterion for
partial validation.

In an earlier study we proposed the use of the counterflow, twin-flame
method to unambiguously determine the laminar flame speed S]. In the present
investigation the S; of methane/"air" mixtures have been accurately and
extensively determined over the stoichiometric range from very lean to very rich,
the pre:.sure range from 0.25 to 4 atm, and tlame temperature range from 1,550
to 2,250 K; independent variation of the flame temperature is achieved by
substituting nitrogen in the air by an equal amount of argon or carbon dioxide.
Numerical simulation of the experimental flame speeds has also been conducted
by using a C; mechanism and a full C, mechanism. Figures 1 and 2 respectively
show the comparisons between the experimentally- and numerically-determined
values of S; as a function of the equivalence ratio ¢ for mixtures with different
inerts at 1 atm (Fig. 1), and with different adiabatic flame temperatures (T,4)
at 1 atm. (Fig. 2). The calculated results agree well with the experimental
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data, for both the C, and C, mechanisms, except for the very rich mixtures for
which there 1is substantial overprediction by the C, mechanism. Further
experiments and computations have been conducted for highly-diluted flames under
elevated pressures. Figures 3a and 3b show typical results for the mass burning
rate m’=p,S; and overall reaction orders n as functions of pressure and nitrogen
dilution, showing that n can actually assume negative values. The above results
are reported in Publication Nos. 1, 2 and 3.

2. Chemical Kinetic Limits of Laminar Flame Propagation

The objective of this investigation is to explore the potential existence
of purely chemical kinetic limits for the steady propagation of the adiabatic,
one-dimensional, planar laminar flame, and to explore their relation with the
flammability limits of the mixture. Theoretical determination of such limits
involves computing the flame structure and identifying situations under which
the controlling chain termination reactions overwhelms the corresponding

branching reactions. Such lean and rich limits have been determined for
methane/air mixtures at various pressures, with different kinds of diluents, and
with H, and CH3Br additionms. T = values mostly agree well with the

experimentally-determined flammabiiity limits of these mixtures. This work is
reported in Publication No. 4.

3. Extinction of Counterflow Diffusion Flames with Branching-Termination Chain
Mechanisms

In a previous study the asymptotic structure and extinction of diffusion
flames supported by a chain mechanism consisting of two two-bedy, thermoneutral,
high-activation-energy branching reactions and a three-body., exothermic, zero-
activation-energy termination reaction have been analyzed for the model problem
of counterflow flames. In the present study the extinction strain rates of such
a counterflow methane/0,/N, diffusion flames have been experimentally determined.
Results show that the density-weighted extinction strain rates increase only
linearly with increasing pressure, thereby demonstrating weakened pressure
dependence due to the influence of the three-body termination reaction. This
work is reported in Publication No. 5.

4, Sooting Limits of Strained Diffusion Flames and the Influence of Gaseous
Additives

An experimental study has been performed with axisymmetric counterflow
diffusion flames to investigate the influence of gaseous additives and
aerodynamic straining on the relevant sooting limits of the lower alkanes and
ethylene. The limits are defined by the critical strain rate at which either
soot luminosity, soot particle scattering, or broadband fluorescence is
negligible compared to the appropriate background signal. The fluorescence
signal, if attributed to polycyclic aromatic precursors, yields a limit that can
be interpreted as the extinction of soot precursors and is suggested to be a
possible limit for identifying a completely nonsooting flame condition.

The results of the study further identify how temperature and fuel
concentration influence soot particle inception, and both are found to have a
potentially important influence on this crucial stage of the soot formation
process, Furthermore, the critical strain rates are found to display an
Arrhenius temperature dependence, a dependence that is similar for the alkanes
considered.

By eliminating temperature and concentration effects, the direct chemical
influence of 0,, CO,, and CO on soot limits and, consequently, soot inception
chemistry has been observed. Oxygen and CO, addition decrease the soot limits
while CO addition increases them. The interpretation of these results is based
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on the influence of these additives on the hydroxyl radical concentrations. That
is, 0, and CO, addition favors OH production while the addition of CO scavenges
OH in the critical interface between the soot inception zone and the OH profile.
This work is reported in Publication Nos. 6 and 7.

5. Concentration Modification Due to Preferential D usio

An experimental and numerical investigation has been conducted to
investigate the influence of the mobility of inert additives on soot formation
in propane and ethylene counterflow diffusion flames. The inerts used were
helium, neon, argon, or krypton. Results show that while the moblility of the
inert has practically no effect when a small amount is added to the oxidizer
side, the influence is significant when added to the fuel side in that krypton,
being the least mobile inert, yields the greatest soot loading while helium,
being the most mobile, yields the least (Fig. 4). By relating the spatially-
resolved soot volume fractions to the corresponding profiles of temperature,
velocity and species concentrations, it is demonstrated that this influence on
soot loading is likely caused by concentration modifications of the fuel and the
soot precursors due to the different mobilities of the inert additives. This
work is reported in Publication No. 8.
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PREMIXED TURBULENT FLAME PROPAGATION
(AFOSR Grant No. AFOSR 87-0097)
Principal Investigator: Domenic A. Santavicca

Department of Mechanical Engineering
The Pennsyivania State University
University Park, PA 16802

SUMMARY/OVERVIEW:

The objective of this research is to develop an improved understanding of turbulence-
flame interactions and their effect on turbulent flame structure, turbulent flame propagation, and
flame generated turbulence in premixed turbulent flames. Measurements have been made in a
freely propagating turbulent flame of the turbulence properties both upstream and downstream of
the flame, including turbulence intensity, length scale, time scale, energy spectrum and Reynolds
stress, as well as, of the two-dimensional flame structure. The flame structure measurements
have been analyzed for fractal character and the resuits used to develop a heuristic model of
flame structure fractal dimension. These measurements provide a comprehensive characterization
of turbulence-flame interactions, new insights and understanding regarding their effect on
turbulent flame propagation and flame generated turbulence, and new methods for quantifying
the role of turbulent flame structure in turbulent combustion models.

TECHNICAL DISCUSSION

The turbulent flow reactor used in this research, referred to as a puised-flame flow reactor,
was specifically designed for this study of turbulence-flame interactions in premixed turbulent
flames. Turbulence is generated by forcing the fuel-air mixture through a large number of small
diameter, high Reynolds number jets which are uniformly distributed over the cross-section of
the flow reactor and oriented normal to the axis of the flow reactor. With this device, relative
turbulence intensities as high as 70% can be achieved, which are uniform within £10% over the
cross-section of the flow reactor. Fuel is added to the air flow well upstream of the test section
to insure complete mixing. The flame is initiated by a spark located approximately two test
section diameters downstream of the measurement location. This produces a flame which freely
propagates upstream through the measurement location. By cycling the fuel off and on in 2
second intervals, and by adjusting the spark timing to coincide with the arrival of each fuel-air
"slug", a flame is produced every 4 seconds. Measurements can then be made over many
different flame events and ensemble averaged to obtain the appropriate statistical averages.

The effect of turbulence-flame interactions on the turbulence properties of the flow both
upstream and downstream of the flame front has been studied in a propane-air flame at an
equivalence ratio of 1.0, a pressure of | atmosphere, a temperature of 300 K, a turbulence
intensity of 25 cm/sec and an integral length scale of 8 mm {1]. Laser Doppler velocimetry has
been used to measure the mean velocity, turbulence intensity, time scale, energy spectrum, length
scale and Reynolds stress as a function of time through the propagating flame front. Velocity
components and length scales are measured both normal and parallel to the mean flame front.

The turbulence intensity, normal to the mean flame front is observed to gradually increase
by approximately 50% ahead of the flame and then to suddenly increase by a factor of 5 to 6
across the flame. Whereas the turbulence intensity parallel to the mean flame front shows no
appreciable increase ahead of the flame and only a factor of 2 to 3 increase across the flame.
Since there is a significant decrease in density across the flame, it is more appropriate to consider
the density weighted turbulent kinetic energy, pu', which shows a nearly three-fold increase
across the flame as a result of the turbulence-flame interactions. It is important to note that the
turbulence production is highly anisotropic and that any model of turbulence-flame interactions
must not only account for the turbulence production but it’s anisotropic nature as well.

The integral length scale measurement is a transverse length scale which is obtained from a
direct two-point spatial correlation measurement. Length scales both normal and parallel to the
mean flame front have been measured. The results show that the length scale increases from the
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unburned to the burned gases, increasing by 50% for the length scale which is parallel to the
mean flame front and by a factor of 2 for the length scale which is normal to the mean flame
front. The length scale measurements also reflect the fact that the upstream turbulence is
relatively isotropic, but becomes anisotropic in the post-flame gases.

The turbulence energy spectrum at 225 msec ahead of the flame shows a slope of -2.0
which indicates that the turbulence is not fully equilibrated. This is actually before the flame is
ignited and therefore is a measure of the cold flow turbulence. At 75 msec before flame arrival,
there is a pronounced increase in the high frequency content of the energy spectrum resulting in
a slope of -1.33. This indicates that the turbulence-flame interactions, which result in an
increase in the turbulent kinetic energy of the unburned gas immediately ahead of the flame,
occur selectively at high frequencies and small scales of the turbulence energy spectrum. In the
burned gases behind the flame, a decrease in the high frequency content of the energy spectrum
is observed resulting in a slope of -1.71 at 75 msec and 1.95 at 225 msec. The observed changes
in the burned gas energy spectrum may be due to the increased viscosity in the high temperature
burned gases and its dissipative effect on the small scale eddies. Additional measurements of the
effect of turbulence-flame interactions on the turbulence energy spectrum are essential. Such
measurements will identify the scales on which turbulence-flame interactions take place and
thereby improve our understanding of the underlying fluid mechanical mechanisms.

Two-dimensional flame structure measurements in turbulent propane-air flames have been
made over a range of Reynolds numbers from 50 to 1430 and Damkohler numbers from 10 to 900
[2]. This also corresponds to a range of turbulence intensity to laminar flame speed ratios from
0.25 to 12. Except for one case, all of the flame structure measurements are in what is referred
to as the reaction sheet regime. At each of the operating conditions, between 15 and 35 images
were recorded. Two important observations can be made from these images regarding the effect
of increasing u'/S,. One is that there is more evidence of smail scale flame structure and the
second is that the ll'lame zone covers a larger portion of the field of view, i.e. it becomes more
space-filling, as u' /S, increases. These observations are consistent with the fractal analysis of the
flame structure images which is used to quantitatively characterize the observed changes in flame
structure,

Each of the two-dimensional flame structure images was analyzed using a fractal algorithm.
These results show that there is a range of scales over which the slope is constant for each flow
condition, which is a necessary and sufficient cona. ion to show that the flame structures display
fractal character. The flame surface fractal dimension is simply one minus the slope of these
curves. The average fractal dimension is found to increase with increasing u'/SL and to approach
limiting values at both low and high u'/S,. Atlow u'/S,, the flame surface fractal dimension
does not appear to be approaching 2.0, the Euclidean dimension of a plane, as expected. Instead,
the fractal dimension is apparently approaching a slightly larger value. This behavior is most
likely due to flame front instabilities, and perhaps a coupling with the turbulence. At high u '/SL,
the fractal dimension appears to be approaching a limiting value between 2.3 and 2.4,

The guter cutoff can be identified as the point where the fractal analysis curve deviates
from a constant slope. This quantity is important since it is required to determine the turbulent
flame speed as discussed below. The results show that the outer cutoff is not a sharp cutoff, but
that there is a gradual transition. The transition, however, does occur over a narrow range of
scales comparable to the integral scale for the flow conditions studied.

The inner cutoff is also required to calculate the turbulent flame speed. Based on physical
arguments, there are several hypotheses regarding the proper physical scale which should be used
to represent the inner cutoff including the Kolmogorov length scale, the laminar flame thickness,
and the Gibson scale. The measurements in this study have not been made with sufficient spatial
resolution to determine the inner cutoff, however, they do show that the inner cutoff is less than
the Gibson scale.

At high Revynolds numbers, it is expected that the flame front will behave dynamically as a
passive scalar surface. This occurs since the burning process is dominated by the turbulent
convective action. The passive scalar fractal dimension has been determined to be approximately
2.35 [3]. In this study, the flame structure fractal dimension is found to approach this value at
values of u '/S, greater than 10.

The results of this study clearly indicate that the fractal dimension increases with
increasing turbulence intensity and decreasing laminar flame speed. This can be explained in
terms of two competing processes. First, the turbulent velocity fluctuations act to convectively
distort the flame front at a rate proportional to the characteristic velocity scale, u'. Second, the
laminar burning process acts to smooth the flame surface at a rate proportional to the laminar
bu.ning speed, SL. The relative importance of these processes changes with u '/SL, where the
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smoothing process dominates at low values, and turbulence dominates at high values. In the
region between these two limits, both effects are important. In order to quantify this behavior, a
heuristic model for the f| ;gg;gl dimension of flame surfaces has been developed {2]. The rate of
wrinkling is represented by u', which accounts for the tendency of the turbulent motion to distort
the flame surface into a passive scalar with a fractal dimension D;. The rate of smoothing is
represented by S which represents the tendency of the burning process to eliminate wrinkles
from the flame surface thereby lowermg the fractal dimension, towards a laminar limit, D,. The
combined effect of these processes is represented by:

D, =D, /(u'/S, +1) + D;/(1 + S /u" )

where D, refers to the flame surFace fractal dimension. Values of 2.05 and 2.35 have been used
for the lammar flame fractal dimension and turbulent passive scalar fractal dimension,
respectively, Figure 1 shows a comparison between this model and the fractal dimension
measurements from this study, as well as recent measuremeants from other studies {4,5]. The
heuristic model appears to agree well with the measured flame surface fractal dimensions over the
entire range of u'/S_from the laminar limit to the high Reynolds number limit.

In the reactxon sheet regime and in the absence of flame stretch effects, the turbulent to
laminar flame speed ratio is simply equal to the turbulent to laminar flame area ratio. Using the
fractal description of the flame surface, this ratio is equal to

S,/S, = A/A, = (n/L) D

where the Kolmogoerov scale, n, and the integral scale, L, have teen used as the inner and outer
cutoffs, respectively. The heuristic fractal dimension model can then be used to obtain an
expression for the turbulent to laminar flame speed ratio which is a function of the turbulence
intensity to laminar flame speed ratio and the Kolmogorov to integral scale ratio.

Validation of the fractal turbulent flame speed model through comparison with measured
turbulent flame speeds is an important test. Despite the abundance of reported turbulent flame
speed data, there are limitations to most of the measurements which preclude their use for this
purpose. These limitations include the absence of information on the turbulence length scale, as
well as, unwanted flow field effects associated with the various flame configurations which have
been used and uncertainty in defining the unburned gas velocity with respect to the mean flame
front. The flame configuration which is least affected by these problems is the freely
propagating spherical flame. In this case, however, the flame propagation rate undergoes a
transition from an initially laminar growth rate to a fully developed turbulent growth rate. This
process is accounted for in the turbulent flame kernel model [6] described below which
incorporates the heuristic flame structure fractal dimension model.

In the absence of additionai ignition energy foliowing gas breakdown, the growth rate of a
spherical flame kernel is ngen by (p,/p,)S, where p and p, are the unburned and the burned gas
densities, respectively, and S is the laminar or turbu‘fent flame speed. This expression accounts
for both flame propagation and the thermal expansion due to the flame's chemical heat release.
The effect of turbulence on flame kernel growth, as represented by this expression, is through
changes in the flame speed S. The fundamental effects of turbulence on flame speed are much
th> same in a flame kernel as in a fully developed flame. The major difference between a fully
G.veloped turbulent flame and a turbulent flame kernel is that the flame kernel imposes its own
characteristic time and length scales, i.e. the kernel lifetime and size, respectively. To properly
account for these characteristic time and length scales, it is necessary to allow for the fact that
the turbulent flow consists of a range of time and length scales and that only those turbulence
scales which are smaller than the kernel’s characteristic scales can affect the kernel growth rate.
One approach which has been used to account for the range of turbulence time scales affecting
flame kernel growth is based on the use of the turbuience energy spectrum [7], where the
effective turbulence intensity at a particular time, t, is defined by the square root of the area
under the energy spectrum over the range of frequency components greater than the reciprocal
lifetime. The instantaneous turbulence intensity can then be used to define an instantaneous
fractal dimension, which in turn can be used to predict the instantaneous turbulent flame speed.
One must also, however, account for the fact the flame kernel surface can not exhibit scales
larger than its size. In fact, a reasonable approximation is that the largest scale of wrinkling is
equal to half the kernel radius. And finally, the instantaneous turbulent flame speed can be used
to determine the instantaneous growth rate, which when integrated from the initial kernel radius,
gives the kernel radius as a function of time. Figure 2 shows a comparison of the fractal model
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of turbulent flame kernel growth with measurements made in a high velocity turbulent flow such
that the flame kernel rapidly detaches itself from the spark electrodes [8]. In this particular case,
the agreement between the model prediction and the measurement is very good.

Although the comparison shown in Figure 2 is very encouraging, a much more

comprehensive evaluation of the fractal turbulent flame kernel model over a broad range of
turbulence conditions is still required. In addition, measurements are still needed to identify the
proper choice for the inner cutoff. Such measurements are currently being made in the pulsed-
flame flow reactor.
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SUMMARY

This is an experimental and modeling study of gaseous flames under conditions approaching blowoff.
Most recently we have investigated a non-premixed turbulent jet flame, composed volumetrically of a
40% CO/10% H,/50% N, mixture called LHC (Low Hydrogen Content) gas, in co-flowing air. The
high Reynolds number (15,000 based on conditions at the jet exit) necessitates stabilization, provided
here by a co-annular premixed pilot flame. Pointwise measurements of (i) temperature, mixture frac-
tion, and mole fractions of major species and (ii) velocity have been made using (i) spontaneous
Raman spectroscopy and (ii) laser velocimetry, respectively. The data show significant temperature
decrements due to finite-rate chemistry effects but no evidence of localized extinction. A computa-
tional model for a jet flame under such conditions has been developed. In the model, combustion
chemistry is represented by two-body shuffle reactions and three-body recombination reactions. The
scalar dissipation rate field is examined for a critical value below which the two-body reactions are
assumed to be in partial equilibrium (p.e.) and above which they are assumed to be frozen and the gas
therefore unburned. The kinetics of the recombination reactions are activated for the former fraction
of the gas. This approach has been implemented in a shear-layer finite-volume averaged Navier-
Stokes model with k-e/assumed shape probability density function (pdf) sub-models for turbulence.
Comparisons of the calculations and the data are used to make inferences regarding the nature of a
flame near blowoff.

EXPERIMENTAL SETUP

The fuel (LHC gas) issues from a nozzle of diameter (d) 3.18 mm in Jow-turbulence co-flowing air
[1-3], the flame being stabilized by a co-annular premixed pilot (Fig. 1). The LHC gas composition
has been chosen to maximize trle probability of local extinction, and features a critical strain rate (in a
counterflow burner) of 950 s”" [4]. The fluctuating strain field near the exit might be expected to
result in local strain-induced extinction. The flame is attached at a jet exit Reynolds number of
15,000; time-resolved (1 us) Schlieren photographs and shadowgraphs show no gross unsteady
features or liftoff tendencies. The pilot flame consists of a premixed stoichiometric mixture of LHC
gas and air, preserving the C/H/O ratios. The exit velocity of the premixed products was inferred,
from laser velocimetry at x/d = 1, to be 15 m/s. The co-flow air velocity was 5 m/s.

The joint Rayleigh-Raman diagnostic system used in this study is similar to that used for previous stu-
dies with modifications appropriate for the more luminous LHC gas. In brief, a flashlamp-pumped
dye laser, which provides pulses of ~ 1J in ~ 2 us within a 0.2 nm bandpass at 488.0 nm at 1 Hz, is
used to excite the scattering processes. The light scattered from the probe volume (0.2 x 0.2 x 0.6
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mm) is collected by two lenses, separated in frequency by a 3/4 m polyciiromator and is detected by
eight photomultiplier tubes at the exit plane. The system was calibrated extensively using pure gases
and well-characterized premixed porous plug burners. Typically, 200 measurements were made at
each flame location although 2000 shots were recorded at some locations for statistical purposes.
Details are available in Refs. 4 and S.

Laser velocimetry was used to measure the axial velocity, The 514.5 nm line from a 10 watt argon-ion
laser was used to scatter light from alumina particles of 1 um nominal diameter. These particles were
used to seed the co-flowing air, the jet and the pilot flow in different combinations to provide un-
biased statistics. The scattered light was collected by the same spectrometer and collection optics

used for the Raman diagnostics and processed using a standard TSI signal counter. At each location :

4096 instantaneous velocity data were recorded. Radial profiles of velocity, temperature and mole
fractions of the major species were measured at several axial locations in the flame; x/d = 1, 10, 20
(regions of high strain), 30, 40, and 50. In addition, the centerline profile at y=0 was obtained.

MODEL

Several fluid mechanical time-scales characterize gaseous combustion, such as macroscopic residence
time, integral scales and dissipative scales. Combustion occurs by a multi-scale chemical kinetic pro-
cess, so that different types of turbulence-chemistry interactions may exist simultaneously. In the
present model, combustion chemistry is represented by two-body shuffle reactions and three-body
recombination reactions. We hypothesise that the two-body reactions, characterized by high activation
energies and therefore spatially narrow reaction zones, occur in a flamelet manner while the recombi-
nation reactions occur in a distributed manner [S]. The two-body fast shuffle reactions therefore are
not assumed to be in equilibrium throughout the flowfield: the two-body reaction zone is assumed to
be either in p.e. or quenched depending on the local dissipation rate X being less or more than a criti-
cal value. Consequently, the pdf of local dissipation rate is required [6]. The kinetics of the recombi-
nation reactions are activated for the former fraction of the gas. Local extinction would arise if the
sirain was sufficiently high to preclude two-body reactions from occurring over sufficiently large
regions. The theory is implemented with a partial-equilibrium/assumed shape pdf (over mixture frac-
tion and radical pool reaction progress variable) for the reacting part of the gas.

The model [4,5] is an extension of the partial equilibrium mode! for CO/H,-air flames. The p.e.
model has been used in the past in conjunction with both k-¢/ assumed shape pdf [e.g., Ref. 1] and full
velocity-scalar joint pdf/Monte-Carlo models [3,7] with good success on velocity, temperature, major
species and OH in a turbulent jet flame of medium BTU gas (40% CO, 30% H2' 30% N,) in air.

DISCUSSION

A temperature-mixture fraction (§) scattergram, using data from all radial locations at x/d = 10, indi-
cates that the lean gas is near adiabatic equilibrium (Fig. 2). Near stoichiometric (¢_=0.43), there is
significant departure from equilibrium in the data: for £ between 0.25 and 0.65 the temperature values
range from 750 - 1500 K. There is no bimodality in contrast with the scattergrams in methane flames
(8] or a high Reynolds number diluted H,-Argon flame [9]. The latter, however, was not a steadily
attached flame. The present data seem to deny localized extinction, but indicate significant depar-
tures from adiabatic equilibrium chemistry in the LHC flame.

Comparisons of the data with the calculations have been conducted at x/d = 20 (the region of large
strain) and x/d = 40 (the equilibrated region). Here we discuss only selected resuits at the former
station. The mean mixture fraction (Fig. 3) is predicted to decay less rapidly than measured; either
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the scalar field develops differently from the velocity field or, more likely, the initial turbulence is not
resolved well enough. The variance of the mixture fraction (Fig. 4) agrees very well with the predic-
tions, with an an off-axis peak centered at r/a = 3 ('a = fuel tube radius). Figure 5 shows that the
comparison for the major species N, and O, at x/d = 20 is fairly good. Similarly the fuel consump-
tion is predicted well except in the %uel rich case (CO and H2). The centerline decay of the scalar
field of the jet is less than predicted as was the case for the mixture fraction. The conventionally-
averaged mean temperature profile (Fig. 6) agrees fairly well. Overall, the model does a reasonable
job of taking into account the departures from equilibrium chemistry.

One must explain the bimodality seen in methane flames. A contributing factor is the propensity of
hydrocarbon fragments (alkyl radicals) to consume oxyhydrogen radicals. Another factor is that the
flammable range in methane-air systems is narrow ( £ = 0.058), favoring flamelet-like behavior,
whereas in the LHC gas flame (£_ = 0.43) the reaction zone extends from §{ = 0.2to & = 0.6. Thus, in
the LHC flame studied here the turbulent flame consist of distributed reaction zones, embedded
within which lie thin two-body reaction zones. In such a flame, as the turbulence intensity is
increased, the time scales may eventually be fast enough to be comparable to the chemical time scale
of the two-body reactions, leading to their being extinguished and eventually resulit in global blowoff of
the flame.

It appears that local extinction is not induced by strain in CO/H,-air flames, because the reaction
zones are too broad to interact with the straining (dissipative) scales. H, and CH, flames have much
narrower reaction zones, and CH, flames do indeed show localized extinction. flames, however,
have simpler chemistry and would be worth studying in the highly turbulent regime, with pilot or
bluff-body stabilization.
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COMBUSTION RESEARCH
Work Unit 23085705

W. M. Roquemore
Aero Propulsion and Power Laboratory
Wright-Patterson AFB, OH 45433-6563

SUMMARY/OVERVIEW:

Jet diffusion flames are being investigated in combined experimental and theoretical
studies. The Reactive Mie Scattering (RMS) visualization technique is used in conjunction with
advanced quantitative diagnostic techniques to characterize the dynamic effects that occur when
fuel type, nozzle diameter and size, and flow rates are varied. The experimental studies are cou-
pled with theoretical investigations in which time-dependent computational data bases are used to
extract fundamental information about the processes occurring in jet diffusion flames. Combustion
processes are primarily understood in terms of the behavior of mean properties. This research
identifies and characterizes the underlying dynamic processes that contribute to the mean flow be-
havior involving mixing, transport, and heat release in nonpremixed jet flames.

TECHNICAL DISCUSSION:

Combustion studies are normally complicated by the numerous interactions between the
fluid dynamics and chemistry effects that contribute to a measured result. Ideally, one strives to
simplify the problem by studying flames that are established with simple burner geometries and by
operating at conditions where the dominating processes are those of interest. Even after careful ex-
perimental design, the coupling effects are often sufficiently complex that they are hard to separate.
Jet diffusion flames are often used in basic studies to gain insights into the processes that can occur
in practical devices. Considerable data on statistical quantities, such as time averaged and rms val-
ues obtained with single point measurement techniques, have been obtained along with many de-
tails about the visible structure of jet flames. These data have contributed to an understanding of jet
flames in terms of mean properties. Indeed, much of the current understanding of combustion is
based on ideas of Reynolds averaging. Perhaps the development and utilization of computer based,
Reynolds averaged models have reinforced the time averaged view. The Reynolds averaged ap-
proach has definite value for engineering applications and may be a necessity in many cases. Al-
though this approach has proven successful, there is a danger of thinking about combustion in
terms of time-averaged parameters. In some cases, it can mask the physics and chemistry that are
germane to fundamental understandings. Unmixedness is a good example of this. It is masked by
time averaged results and, in practical combusting devices, can cause hot streaks and reduced
combustor efficiency. Our research is based on the premise that an understanding of the dynamics
of processes is essential to a fundamental understanding of many combusting flows.

The long-term objective of this research program is to identify the underlying dynamic pro-
cesses that are important in establishing the temperature, species concentration, and velocity fields
in jet diffusion flames and develop a methodology for characterizing the conditions (fuel type,
nozzle geometry, and flow rates) for which different processes are important. In addition, this
program will provide powerful computational research tools that have been systematically devel-
oped and evaluated over a wide range of jet flame operating conditions and have general
applicability to other burner configurations. It will provide a fundamental technical base on which

77




practical combustion devices, such as gas turbine combustors, can be better understood. This
program is strongly coupled with other Air Force programs that link the jet flame studies with the
development of combustor design models by several engine companies.

This research is being performed by scientists in several different laboratories. Experi-
ments are being conducted at the Aero Propulsion and Power Laboratory (APPL) with part time
participation of L. D. Chen from the University of Iowa; L. P. Goss, V. Vilimpoc, T. H. Chen,
B. Sarka, D. D. Trump and M. E. Post of Systems Research Laboratories, Inc.; and T. A. Jack-
son, C. A. Obringer, and W. M. Roquemore of APPL.. Two computational groups are also in-
volved part time. They include R. W. Davis and E. F. Moore of the National Institute of Standards
and Technology (NIST) who are studying propane flames and J. Ellzey, K. Laskey,* and E. S.
Oran of the Naval Research Laboratory who are studying hydrogen flames. Also, some experi-
ments and analysis of the computational data are being performed at the University of Jowa under
the direction of L. D. Chen. Results from some of these studies involving near laminar and turbu-
lent flames are presented below. .

The relative importance of the fluid dynamics as compared to the chemistry is a critical is-
sue for understanding many combusting flows. This question is being addressed systematically in
this program through combined experimental/computational studies. Davis and Moore at NIST
have incorporated a flame sheet model with infinitely fast chemistry into a Navier-Stokes based,
large-scale, time-dependent computer model that has proven to correctly describe the fluid dynam-
ics in nonreacting flows. The combined experimental/theoretical approach is to start with a near-
laminar, nonpremixed jet flame for which the flame sheet model with fast chemistry is expected to
be valid. Experimental results are used to access how well the model is describing the observed
dynamic processes. Likewise, the model results are used to gain insights into the dynamic pro-
cesses in ways that cannot be addressed experimentally. Higher flow rate jets will be investigated
in a similar manner after the experiments demonstrate that the model contains the correct physics
and chemistry. Flame stretch and other effects will be added to the model as needed to describe
flames for which the initial model proves incorrect. The desired result is a clearer fundamental un-
derstanding of the dynamic processes that contribute to measured results. It is believed that this
combined approach will provide a more comprehensive understanding than can be achieved by in-
dependent experimental or theoretical approaches.

A buoyancy dominated near-laminar jet flame that has many distinguishing dynamic fea-
tures was chosen for the initial NIST/APPL studies. The combined effort has yielded results such
as those depicted in Fig. 1. The experiment consists of a 10 cm/s jet diffusion flame stabilized on a
22.5 mm diameter tube and burning a 50/50 mass mixture of propane and nitrogen. Thin-Filament
Pyrometry (TFP) (Goss et al., J. Eng. Gas Turb. and Power, Vol. 111, pp. 46-52, 1989) is used
to obtain nearly instantaneous and simultaneous radial temperature profiles at four axial locations in
the flame. Good agreement between the experimental and numerical results are obtained in the first
five jet diameters where the flame maintains an axisymmetric structure, Fig. 1. The digitized image
of the sooting flame with background subtraction is shown in Fig. 1a along with the 15um diame-
ter SiC filaments used for TFP at four axial locations. The nearly instantaneous temperature pro-
files measured by the SiC filaments and those calculated by the model are overlaid on the calculated
flame surface plot in Fig. 1b. The flame surface is represented by the squares. The filament mea-
sured temperature profiles are represented by the dotted curves with a lower cut-off temperature of
about 1200 K. The temperature scale is from 0 to 2350 K. The phase of the experimental flame
was chosen so that the shape of the experimental and theoretical flame surfaces are about the same.
The agreement between the measured and calculated temperature profiles in Fig. 1b is good, but
there are differences of more than 200 K at some locations that are not apparent at the compressed

+ Presently employed by Grumman Corporation, Space Station Program Support Division
Reston, VA 22090.
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temperature scale and may be the result of radiation loses and dissociation of products at high tem-
perature.

Numerical solutions of the time dependent model are visualized by means of passive
marker particles (See Fig. 1¢). The numerical results show counterrotating vortex structures inter-
nal and external to the flame surface which interact and move downstream along with bulges in the
flame sheet. These bulges account for one type of flame flicker. The model also predicates another
type of flame flicker which occurs when the outer vortices periodically cut the tip of the flame. The
predicted flicker frequency of 11 to 15 Hz is the same as that measured experimentally. When the
gravitational acceleration is set to zero in the model, the outer structures disappear and the flame no
longer flickers (no bulges). The predicted vortex structures bear close resemblance to those ob-
served experimentally using the RMS laser sheet-lighting technique. However, the rate of devel-
opment of the observed and theoretical flow fields is different. These and other differences are be-
ing examined in more detail at different times in the cycle of the flame motion.

The theory applicable to laminar diffusion flames has been extended to the turbulent case by
conceptualizing the flame surface as wrinkled and stretched. With this approach, the turbulent
flame is represented by an enseinble of stretched laminar flamelets. Takahashi et al., (Comb Flame
48: 85-95, 1982) have shown that the transition from a laminar-like to a turbulent jet flame occurs
for conditions where the turbulent fuel jet intersects the flame surface. Visualizations with the RMS
technique have shown that the wrinkled appearance of a turbulent jet flame occurs when small vor-
tices with high radial velocities "collide" with the visible flame surface (Roquemore et al., Turbu-
lent Reactive Flows, Lecture Notes in Engineering, 40, 49-63, 1989). If the vortices have a suffi-
ciently high velocity, they can punch a hole in the flame so that the flame sheet is no longer con-
tinuous. Recent, experiments performed by T. H. Chen et al., (ALAA-89-0153 and 0156) have
provided quantitative data about the holes. The TFP method was used to make high speed radia-
tion intensity measurements along a SiC filament located radially across a flame. Figure 2 shows a
time trace sequence of these measurements in a turbulent methane jet flame operating near the flame
lift-off condition. The pixel number is related to the distance across the flame. Two holes in the
flame surface are evident. Events of different types were observed in measurements made higher
in this flame. These events include: a sharp peak reminiscent of a thin flame sheet (i.e., a flamelet);
a hole in the flame sheet; a thick flame region, or multiple, sharp temperature peaks. For this dis-
cussion, when one sharp peak per flame surface is observed the event is identified as a "flamelet".
A "hole" is said to exist when no flame is present. All other events are specified as "other”. The
probability that these different events occur as a function of axial distances downstream are shown
in Fig. 3. It is evident that the fraction of time a simple flamelet occurs decreases with down-
stream distance, while the fraction of time a hole occurs increases with distance. These data sug-
gest that stretched, laminar flamelet theory might be applicable for this flame a large fraction of the
time provided that provisions are made for the flame to be quenched at high strain rates. However,
about 10% of a thin flamelet model could not be used and the hot zone appears to be broaden.
These data also suggest that the formation of a hole by the dynamic interaction of a vortex with a
reacting surface is analogous to the process of unmixedness. Finally, it is difficult to understand
how theoretical descriptions of flames with intermittent holes can be fundamentally correct if they
are based on theories using Reynolds averaging. Theories based on probability are more funda-
mentally appealing.
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Fig. 1. 1a is a snapshot of a 50/50 propane/nitrogen mixture by mass with SiC filaments
located at four axial locations. 1b is a computed flame surface with theoretical and
experimental temperature profiles overlaid. lc is a theoretical streakline plot of the
flame shown in 1b.
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Fig. 2. Three-dimensional plot of TFP Fig. 3. Probability of flamelets, holes,
results for a near lifted methane and other events occurring in a
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NUMERICAL INVESTIGATION OF TURBULENT FLAME SHEETS

(AFOSR - 88 - 0052)

Principal Investigator: Professor Stephen B. Pope

SUMMARY

In the flame-sheet regime, a premixed turbulent flame can be viewed as
a surface that is convected, stretched and bent by the turbulence, and that
propagates at the local laminar flame speed (relative to the fluid). Many
of the basic processes involved are poorly understood. In this study,
starting with material surfaces, we are using Direct Numerical Simulations
of turbulence to study the behavior of surfaces. The two sutdies that have
been completed this year are on the straining and curvature of material
surfaces in isotropic turbulence. Work is in progress on similar studies
for propagating surfaces.

TECHNICAL DISCUSSION

Introduction

An accurate physical model of a premixed flame (in the flame-sheet
regime) is that combustion is confined to a thin sheet that can be regarded
as a mathematical surface. This surface is convected by the fluid and
propagates normal to itself at the (local) laminar flame speed. Many
important questions related to the nature and evolution of these flame
sheets are unanswered, because of inevitable experimental difficulties.

OQur investigation starts with a simpler case: material surfaces in
constant-density isotropic turbulence. While this case does not contain
some essential features of premixed combustion, it is a necessary starting
point for understanding the more complex circumstances.

The basic method employed is the Direct Numerical Simulation (DNS) of
homogeneous, isotropic turbulence. Using a modified version of Rogallo's
pseudo-spectral code, we perform 643 and 128? siwulations, obtaining Taylor-
scale Reynolds numbers up to RX = 93,

In addition to performing tne Eulerian simulation, we track an
ensemble (typically 8,000) of infinitesimal material area elements. Each
element has a position X(t), an infinitesimal area dA(t), an orientation
(N(t) is the unit normal to the surface), and two principal curvatures kj(t)
and k, (t) (by convention k; > k,). Starting from specified initial
conditions, an exact set of ordinary differential equations (Pope 1988)
is solved to determine the evolution of these surface properties. These
equations involve the fluid velocity and its first and second spatial
derivatives following the elements. These quantities are extracted from
the simulated turbulence field using the accurate cubic-spline
interpolation method developed by Yeund and Pope (1988).
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These results, reported more fully by Pope, Yeung and Girimaji (1989)
are consistent with the following, conventional, picture. Over most of
the surface the straining tends to stretch the surface and to reduce its
wrinkling. But in particular regions the surface is folded over, and
subsequent straining increases the curvature at the fold. The line of the
fold is curved much less than the curvature of the fold itself.

References

1, S. B. Pope (1988) "The evolution of surfaces in turbulence,"”
International Journal of Engineering Science, 26, 445-469.

2. S. B. Pope, P. K. Yeung and S. S. Girimaji (1989) "The curvature of
material surfaces in isotropic turbulence'", submitted to Phys.
Fluids A.
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scalar dissipation on material surfaces in turbulence: implications
for flamelets'", Combustion and Flame (to be published).
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Figure 1: Probability densities of Kolmogorov-scaled strains acting on
material and fixed surfaces, for the R, 93 case. A a* (area-
weighted, slightly smoothed);[] a* (unweighted); o *for fixed
surfaces.
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Straining on Material Surfaces

An essential process in turbulent combustion is the increase of
surface area due to turbulent straining. For a material surface we have,
simply,

dace) = daal) a(o), (1)
dt
where a(t) is the strain-rate in the tangent plane of the surface.
A material surface's area increases in time because a(t) is predominantly
positive. But this depends on the preferential alignment of the surface
with the straining. For an arbitrarily orientated surface, the strain
rate (denoted by a(t)) is zero in the mean.

Figure 1 shows the pdf of a, f (3), compared with that of a, f_ (3),
in a R,=93 simulation. (All quantltles are normalized by the Kolmogorov
microscales.) It may be seen that the pdf of a 1is centered on positive
values. But, nevertheless, there is 207 probability of negative (i.e.
compressive) straining.

In the tangent plane of the surface there are two principal*strains.
When normalized by the Kolmggorov scales, these are denoted by S) and

Sf, with the convention Sy > S . Figure 2 shows the joint pdf of S
and Sz. It may be seen that plane strain (S, = 0) is more likely than
axisymmetric strain (S = g* ,)> but there is a broad distribution without

a single preferred state

A more complete description of these results is provided by Yeung,
Girimaji and Pope (1989).

Curvature of Material Surfaces

It is found that after about 15 Kolmogorov time scales, the curvature
adopts a statistically-stationary distribution. In terms of the two
principal curvatures (k; > k,) we define the mean radius of curvature by

. 2.~}
R= (k2 + k) °, (2)
Figure 3 shows the pdf of R (normalized by the Kolmogorov length scale n).
The mean value of R 1is 12n, and it may be seen that the distribution

is essentially uniform for R less than about 10n. A consequence of
this behavior is that the expectation of the mean square curvature

= bk + koY), (3)
is infinite.
The shape of area elements is characterized by
g8 = ks/kl’ (4)

where k_ and k, are the smaller and larger (in absolute magnitude) of

ki1 and k,. The values 8 = 1, 0 and -1 represent spherical, cylindrical
and pseudo-spherical elements respectively. Figure 4 shows the joint pdf

of © and M. It may be seen that for moderate and large curvatures the

elements are, with high probability, cylindrical.
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TIME DEPENDENT SIMULATION OF TURBULENT 85

COMBUSTION
AFOSR ISSA 80-0025

Principal Investigators: Howard R. Baum and Ronald G. Rehm

National Institute of Standards and Technology
Gaithersburg, MD 20899

SUMMARY/OVERVIEW:

A mathematical model for diffusion controlled combustion in a turbulent
eddy is presented. The model is intended as a computational "molecule" to be
imbedded in larger scale reacting flow simulations. It consists of an exact
solution of the 3-dimensional Navier Stokes equations for the vorticity field,
an equation for the mixture fraction incorporating species and energy
conservation, and the fluid expansion representing the feedback from the heat
release. The use of models like this in conjunction with non-empirical large
eddy simulations will lead to improved predictive capability for turbulent
reacting flow systems.

TECHNICAL DISCUSSION:

The purpose of this work is the development of a mathematical model of
diffusion controlled gas phase combustion appropriate for use in large eddy
simulation of turbulent reacting flows. The basic idea is chat while the
large eddy simulation of necessity is highly dependent upon the geometrical
and physical boundary conditions prescribed by the macroscopic problem of
interest, the combustion phenomena are influenced primarily be local
conditions near the fuel/oxidizer interface. Thus, by focusing attention on
regions near the interface, a combustion model applicable to a wide variety of
scenarios can be developed. In order to carry out such a research program,
two basic tasks must be accomplished. First, the large eddy simulation must
be capable of tracking a coarse-grained representation of the interface, so
that a local frame of reference for the combustion analysis can be
established. Second a solution to the combustion problem containing the local
values of the large scale coarse grained variables as ambient parameters must
be obtained. It is the latter task which is addressed in this research.

It is assumed that the fuel can be divided into a large number of
subgrid scale pareals, whose location can be tracked by Lagrangian particle
methods. Given an analysis capabie of yielding the heat release rate for an
individual fuel parcel, the composits heat release and fuel consumption rates
are the sum of the locally computed rates over all fuel elements. In order to
determine the rate of heat release of an individual fuel parcel, it is
necessary to change the scale of the analysis and consider in detail how it
burns.

The combustion process reach on the scale of an individual fuel parcel
contains three essential ingredients. First, the molecular mixing of fuel and
oxidizer and consequent release of heat; second, a local flow field on the
scale of the fuel parcel characteristic of turbulence; finally, a mechanism




(InAl* - {nAL°)}/a

i

Fig. 2: Contour plot of (area-
weighted) joint pdf of Kolmogorov-
scaled principal surfzce strain

components S? and Sf from Ry
93 data.

Fig. 3: Area-weighted pdf of
normalized mean radius of
curvature.

Fig. 4: Counter plot of the

(unweighted) joint pdf of

2aM* and <°

~ .

84




87

measurements in turbulent flames. A library of such relationships is
currently being appended to the model.

As long as the fuel is burning vigorously, the above model should prove
adequate for temperature and many major species. However, the role played by
finite rate chemistry still needs to be addressed. Whether or not such
effects can be accounted for in a one-dimensional mixture fraction state space
(either transient or steady state) is an unresolved issue. A finite rate
isothermal calculation based on the present author's exact solution of the
self-similar "Marble problem"” has been undertaken. The goal is to see the
extent to which the solutions for the reactants in this two dimensional time
dependent problem can be mapped into universal curves in the state space. The
reduced number of wvariables and parameters for this problem allow it to be
accurately solved using similarity variables in Lagrangian coordinates. The
outcome will provide guidance for the development of more general finite rate
computations under development with NIST funds.
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whereby the flow is modified by the combustion process. To address the first
point we consider a highly idealized reaction in which fuel and oxidizer react
instantly to produce carbon dioxide and water while releasing heat. We
further assume that all species diffuse according to Fick’'s law with equal
diffusivities, and that the Lewis number of the mixture is unity. These
assumptions together with the equation of state allow all species mass
fractions and thermodynamic variables to be uniquely related to a single
mixture fraction variable. This variable in the fuel parcel and zero
elsewhere.

Next, we consider an appropriate description of the local flow field.
In a frame of reference moving with the large scale fluid motion, it is always
possible to express the local velocity as the sum of a solenoidal (vortex-
induced) flow and a potential flow. The solenoidal velocity field is assumed
to be a transient vortex stretched by an imposed strainfield. This geomerry
is known to be characteristic of the velocity field in an individual turbulent
eddy. In fact, it can be shown that the smallest length scale in this model
emerges naturally as the Kolmogoroff scale. The velocity field employed is an
exact solution of the constant property Navier-Stokes equations.

Finally, the feedback of the energy release on the local flow field is
determined by the potential flow. The mass conservation equation relates the
potential field to the local density changes. These changes, which are
generated by the heat addition, lead to a non-linear relationship between the
velocity potential and the mixture fraction. Thus, the final form of the
combustion model is a non-linear three dimensional time dependent equation for
the mixture fraction variable. The extraction of the desired heat release and
fuel consumption information requires a solution of this equation subject to
the initial condition stated above.

The solution to this equation is performed in two stages. First, two
transformations of the dependent variable from the mixture fraction to an
equivalent quantity, connected to it by different relationships on either side
of the flame sheet, reduces the original mixture fraction equation to a linear
diffusion-convection equation. This linear equation is the generalization to
three dimensions of the constant property mixture fraction equation studied
earlier. The second stage of the solution involves transforming the linear
equation to a second set of Lagrangian independent variables; this one defined
by the local solenocidal velocity field. This transformation of the
independent variable largely eliminates the difficulties posed by the highly
convoluted interface between fuel and oxidizer generated by the flcw field.
The solution in Lagrangian coordinates is obtained using asvmptotic methods
based on the assumption of large Reynolds number, together with a Fourier
decomposition in terms of the cylindrical polar angular coordinate normal to
the vortex direction.

Once the solution for the mixture fraction is known, the temperature and
major species distributions in space and time can be readily determined.
Figure 1 shows temperatures in a cross-sectional slice thru a plane
perpendicular to the vortex axis half way between the center and edge of an
originally spherical methane fuel element. The state relationship emploved is
the curve denoted "ideal" in figure 2. Also shown are experimentally
determined state relationships obtained by Prof. J. Gore with differing
assumptions regarding the fraction of chemical heat release radiated away xg.
Realistic fuel effects are incorporated in the model bv replacing the
idealized straight line (mixing only) relationships by those generated from
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NUMERICAL SIMULATION OF TURBULENT COMBUSTICN USING VORTEX METHODS
(AFOSR Grant No. 84-0356)

Principal Investigator: Ahmed F. Ghoniem

Department of Mechanical Engineering
Massachusetts Institute of Technology
Cambridge, MA 02139

SUMMARY,/OVERVIEW:

The objectives of this research are to develop accurate numerical
methods for the integration of the time-dependent, multi-dimensional Navier-
Stokes equations for a chemically-reacting flow at high Reynolds number and
moderate Damkchler numbers, and to apply these methods to analyze the
mechanisms of flow-combustion interactions in turbulent reacting shear flow.
We are working on extending the vortex element and the transport element
methods, which are constructed to capture the large velocity and scalar
gradients that arise in these flows, to chemically reacting steams.
Attention is focused on low Mach number flows in which spatial pressure
variations are neglected in the thermodynamics. Effort is also underway to
extend the formulation to higher Mach number flows. 1In the following, we
summarize some of the results obtained during the past year. Parts of the
numerical methods and some of the results have been described in the
publications listed at the end of the abstract.

TECHNICAL REPORT:

We have applied the transport element method [1,2,3] to study the
effect of the Damkohler number on product formation in a two-dimensional
reacting shear layer in which the two reacting species are initially flowing
in different streams at different velocities. Analysis of the results of
these two dimensional simulations was directed towards understanding the
structure of the reaction zone and how the flow field affects the mode of
combustion in this flow. Results of the numerical simulations reveal a
strong similarity between the time-resolved spatial distribution of product
concentration and vorticity. The proportionality between the product
concentration, ¢, and the local absolute value of the vorticity, w, depends
on the Damkohler number, Da, and the Reynolds number, Re, and suggests the
following relationship: c(x,t) = f(Da,Re) w(x,t), where x and t are space
coordinate and time. respectively, to describe the products field. This
relationship may be used as a basis for turbulent combustion closure models.

Contour maps of the numerical results show that the product
concentration is highest at the centers of the large eddies where vorticity
is highest, and it is lowest within the braids between the large eddies
where vorticity is lowest. In an isothermal reaction at high Damkohler
number, products form at the outer edges of the eddies, within a thin
reaction zone (a flame sheet), and are then entrained into the cores of the
eddies by the prevailing strain field. 1In a temperature-dependent reaction,
a similar mechanism is observed but with low reactivity between the large
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eddies due to the cooling induced by the strain field and high reactivity at
the centers of the eddies where the temperature is highest. At lower
Damkohler numbers, the high reactivity zone moves closer to the center of
the eddies and combustion takes place more in a premixed combustion mode (a
distributed combustion mode [4,5]). Similar cbservations were made in
numerical simulations of a reacting jet and a sample of the results,
depicting the distributions of products, chemical reactivity and vorticity,
are shown in Figure 1.

The dynamic effects of heat release at low Mach number, identified in
our previous work as vorticity generation, due to baroclinic torque, and
local acceleration, due heat to release, were investigated for premixed
combustion in a shear layer configuration [(€,7,8). Results show that the
effect of density stratification is the. formation of vorticity which induces
a finite convective velocity in the direction of the heavy stream
(reactants), while transporting the center of the large eddies into the
light stream (products) causing the entrainment into the large eddies to
become biased towards the light fluid. Vorticity generation did not affect
the strength of the eddies or the total rate of entrainment. Volumetric
expansion, however, weakened the instability especially at high Damkohler
numbers and large combustion heat release requiring the introduction of
large initial perturbation to induce rollup. The reason behind this
behavior is not yet clear to us although we suspect that the favorable
pressure gradient associated with the flow acceleration may be important
here. Similar effects are now being investigated in the diffusion flame
shear layer configuration. (Note that the results in Figure 1 were obtained
for compressible flow calculations, i.e. with a finite density ratio between
the reactants and the products).

Three-dimensional simulations of shear layers are also being extended
to a reacting compressibie flow. Results for a non-reacting flow, shown in
Figure 2, exuibit the interesting structure of the streamwise vorticity in a
shear layer. Results show that after the maturation of the two-dimensional
instability and the formation of the spanwise large vortex cores, two
different instabilities are activated: (1) the translative instability which
leads to the deformation of the core into/out of the streamwise and cross-
stream directions and the formation of streamwise vorticity within the large
cores; and, (2) the braid instability which leads to the formation
streamwise vortex filaments which convolute the material surfaces within the
braids while they wrap around the spanwise cores. The entrainment within
the large eddies is enhanced by approximately 25% due to the onset of the
three-dimensional instability. We are currently investigating the effects
of density stratification and heat release on the shear layer structure. We
are also computing the reacting shear layer to study the effects of the
streamwise vorticity on the proposed relationship between the instantaneous,
local product concentration and vorticity.
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Figure 1. The vorticity, product concentration and chemical activity, shown
from the left in this order, in the field of a two-dimensional reacting jet.
The Damkohler is number based on the size of the eddies, the velocity ratio
across the jet and the chemical time is 3.0. The reactants/products density
ratio is 4.0. The figures show the right half of the jet across the
centerline.
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Figure'z. The shape of the material surface initially located at the mid
point in a periodic shear layer at the late stages of the development of the
instability showing the spanwise core after being deformed due to the
translative mode, and the streamwise vortex filament within the braids due
to the core deformation.
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SUMMARY

The analysis of species concentration distributions in a non-
reacting mixing layer continued during the current year. The new
efforts were directed to improve the simulation of the effect of
the splitter plate upstream of its edge and the calculation of the
concentration field including the superposition of solutions for
more than one vortex.

The modelling of a shear layer by an infinite row of wvortices is
able to explain the distortion of an initially planar interface
downstream of a splitter plate. However, the presence of the
splitter plate upstream of the vortices invalidates the symmetry
of the flow field. Therefore, a numerical scheme that simulates
the periodic birth of the vortical structures one by one in time
is being undertaken to model the relative growth of the vortices
as they travel downstream.

In the previous calculations of the species concentration field,
only one vortex among the infinite row of vortices was taken into
account in the construction of the solution by superposition of
the contributions corresponding to neighboring material elements.
In order to gain a better understanding of the mixing phenomena in
a broader flow domain it is important to include more than one
vortex in the analysis. This novel feature gives insight into the
interaction between the vortical structures when molecular

diffusion 1is taking place. The concentration field is then
computed by an instantaneous tracking of the interface material
elements corresponding to three vortices at the present time. The

results obtained do not differ significantly from those obtained
using the single vortex, generalized to more than one vortex, as
it is shown in Fig. 1, for the instantaneous species concentration
contours corresponding to three vortices. However, since a more
realistic calculation relies on the previous knowledge of the
shape of the interface, this problem is strongly coupled with the
definitinn of the velocity field. Because of this, the
development of a solution for the effect of the splitter plate
will also determine the behavior of the concentration profiles.

The nonlinear analysis of entrainment and mixing in the field of
pairing and merging vortical structures has continued during this
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reporting period and is expected to provide useful information on
entrainment rates in a developing vortical flow such as a mixing
layer. The effort has been and will be concentrated on the
calculation of streamlines and pathlines during the evolution of
the flow field from its initial configuration as a vortex sheet to
the final configuration consisting of two or more rolled-up and
merged vortex structures. Realize that because of the unsteady
character of the flow, it is difficult to characterize the flow
pattern by using streamlines alone and therefore, the information
from these as well as the other flowlines are required. Figure 2
shows the development of the streamlines for a case in which a
vortex sheet evolves into two vortical structures which eventually
pair. In addition to this, the diffusion of a passive scalar is
¢alculated using a finite-difference approach with the .velocity
field obtained from the vortex-dynamic calculation. The effect of
the pairing and merging process on the molecular diffusion process
can thus be understood. The pdf analysis of the mixing process
will continue during this year in order to investigate the
existence or not of a preferential entrainment rate from the high
speed stream. We have observed a characteristic antisymmetry of
the entrainment rates and of the mixing process when looking at
the temporal evolution of the layer without the effect of the
downstream evolution. Some of our attention during this year will
be focused on obtaining some estimates of the entrainment and
mixing characteristics, in particular concerning the mixing bias,
when the spacial evolution as well as the temporal one is
considered. Figure 3 shows the nonlinear evolution of four
vartical structures, with the two on the right (downstream)
pairing before the two on the left (upstream).
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Figure 1. Caption on the next page.
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Figure 1: Species Concentration contour plots for Re=50 and Sc=1. Solution 1.50
for three vortices.
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Figure 2. Streamlines during the rollup and pairing of two vortical
structures
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Figure 3. Nonlinear evolution of four vortical structures
with induced sequential pairing by the first subharmonic.
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BETWEEN DECOMPOSITION AND COMBUSTION
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Condensed phase Kinetic Deuterium Isotope Effect agKDIE) investigations conducted with
HMX and its HMX-ds deutrium labeled analog during their ambient pressure
decomposition process, selectively defines the mechanistic feature that controls its rate of
energy release,!3 and further- reveals a varying mechanistic dependence upon HMX's
physical state.!y3 Additional KDIE investigations conducted during progressively more
drastic exothermic HMX incidents like pyrolytic decomposition/deflagration,!-3
combustion,? thermal explosion!, and detonation,? display a common thread for comparing
the mechanistic similarities and differences that promote or generate these high energy
incidents.¢ While a review of the KDIE investigations conducted with HMX provides the
most complete description of these high energy incidents, condensed phase KDIE
investigations with the TNT/TNT-—d;58, TATB/TATB-ds,’ and RDX/RDX—d42,8
systems also display rate—controlling mechanistic data in decomposition which correlates
with key mechanistic features in combustion,® thermal explosion’ and detonation?,5,6
events. When reviewed in total, these KDIE investigations produce several new insights
potentially important for elucidating the critical combustion behavior of energetic
materials:

a. An energetic material’s rate—controlling mechanistic feature can change as its
physical state is altered.

b. Rate—controlling mechanistic features found during an energetic material’s
decomposition process also can be present in its high pressure combustion event.

c. An energetic material’s combustion event can display a substantial degree of
kinetic control where its inherent optimized burn rate probably can be modified or tailored
only by chemically altering its rate—controlling mechanistic feature.

d. An energetic material’s rate—controlling mechanistic feature may come from a
specific chemical reaction step in the combustion event’s condensed phase
decomposition/deflagration process which then feeds low molecular weight products to the
gaseous flame oxidation process.

e. The rate—controlling mechanistic feature that determines a pure energetic
materials’s burn rate, can be the same as that which controls a propellant formulation’s
burn rate.

f. Computational modeling development must be extended into condensed phase
combustion processes in order to produce a reliable computer code which fully characterizes
solid propellant behavior and accurately predicts its performance.

Conventional energetic materials associated with solid propellants and explosives can
release their stored chemical energy through different types of exothermic incidents. These
range from the mild ambient pressure decomposition process to the more rapid pyrolytic
decomposition/deflagration process and into the progressively more hostile higher
pressure/temperature events represented by combustion, thermal explosion, and
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detonation. Since these latter three events must convert solid energetic materials to
gaseous products, the decomposition/deflagration process must play a role in these high
energy phenomena. Combustion scientists have long sought to understand the combustion
event from two major perspectives. First, theoretical computational researchers seek (o
accurately model the combustion characteristics of an energetic material or propellant
formulation in order to develop computer codes that correctly predict propulsion
performance. Secondly, experimental researchers attempt to characterize and quantify
combustion behavior in order to control propellant burn rates and tailor these burn rates
for specific propulsion applications. In both cases, a more thorough understanding of the
rate—controlling mechanistic features inherent to the combustion event’s behavior and its
resultant burn rate is needed, both in pure energetic materials and propellant formulations
based upon them. An energetic material’s chemical structure, resultant physical properties
and physical state can affect its mechanistic behavior in terms of reactivity and kinetics;
this presentation reviews recent experimental chemical investigations that provide new
mechanistic insights relevant to a more detailed conceptual description of the combustion
event. Condensed phase Kinetic Deuterium Isotope Effect (KDIE) investigation provides
these new mechanistic insights when the KDIE is applied to the energetic matenals like
HMX and RDX.

The KDIE results from a difference in zero point vibrational energy between a compound’s
carbon—hydrogen (C—H) bond and its stronger analogously labeled carbon—deuterium
EC—D) chemical bond as illustrated with the HMX and HMX—ds chemical structures
Figure 1). These dissimilar bond energies cause reaction rate differences between the two
compounds, providing the C—H/C—-D bond, or one in its near vicinity, ruptures in the
slowest chemical reaction occurring during the complex high energy process or event.
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Figure 1

This slowest rate—controlling mechanistic chemical reaction or reaction step is not
necessarily the first one to occur along a reaction pathway, but in some cases, can be the
first step. Because this rate—controlling reaction step happens during the slowest chemical
reaction occurring among many, this mechanistic feature provides the kinetic control which
ultimately determines the overall rate of a high energy incident. The first application of
the condensed phase KDIE with an energetic material involved an ambient pressure
decomposition investigation of liquid TNT and its TNT-d; analog (Figure 2) using
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isothermal differential scanning calorimetry (IDSC).5 Rupture of the methyl group’s C-H
bond proved to be the mechanistic rate—controlling feature; but just as importantly, this
KDIE investigation revealed the rate—controlling C—H bond rupture resulted from a
chemical reaction occurring only to a minor extent during in the very early stage of the
entire decomposition process.

CHy CDgy NH, ND;
02N NO; 02N NO; 02N N0, OpN NO;
HoN NHy DN ND,

N0z NG, NO2 NO;

TNT TNT—d3 TATB TATB-d6

Figure 2

The overall autocatalytic decomposition process’s rate for TNT is controlled by the rate at
which C—H bond rupture occurs with a small concentration of TNT molecules in the bulk
sample during the decomposition’s induction period (Figure 3) to form a catalytic material.
This chemical reaction occurs only to a limited extent, but provides a threshold
concentration of catalyst which in turn promotes the exothermic autocatalytic TNT
decomposition. The most prominent or obvious chemical reactions of an exothermic
process, therefore, may not be those that actually control it, but instead, the
rate—controlling mechanistic feature may come from a reaction which proceeds to a very
low deiree and with no measurable heat evolution. A similar KDIE study of solid TATB
and TATB—d¢ (Figure 2) using IDSC analysis also displayed a rate—controlling feature
wherein N—H bond rupture kinetically controlled its overall decomposition process in an
early stage.”

o THERMOCHEMICAL DECOMPOSITION OF LIQUID TNT & TNT-03
CH3 (D3
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PER1OD l

T, N

Figure 3
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Because of its chemical structure, three different types of KDIE potentially could result
from HMX, and each would represent a different rate—controlling feature (Figure 4). A
KDIE investigation of HMX and HMX-d; by IDSC analysis also revealed an early
rate—controlling mechanistic feature in its overall decomposition process during the
induction period.! Three dissimilar KDIE values actually were found during the entire
HMX decomposition, and each occurred in a different physical state (Figure 5).1
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Figure 4

The early induction periods revealed a primary (1°) KDIE indicating C—H bond rupture
controls solid state HMX decomposition, while a 20 KDIE revealed that ring C—N bond
rupture controls liquid state decomposition. The short lived mixed melt phase afforded an
apparent inverse KDIE suggesting that a thermal weakening of the intermolecular crystal
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lattice forces constitutes its rate—controlling feature. These results show the HMX
decomposition is not a single mechanistic pathway with one rate—controlling step; rather,
it is a process consisting of at least three different rate—controlling mechanistic features
that each are dependent upon one predominant HMX physical state.! Several other KDIE
investigations with more hostile energetic incidents support this conclusion. A solid state
pyrolytic decomposition/deflagration study produced a 10 KDIE indicating C—H bond
rupture to be this process’s rate—controlling step.! The first KDIE investigation of
energetic material sensitivity involved the thermal explosion event and permits correlation
an energetic material’s critical temperature to IDSC determined condensed phase KDIE
values.” A comparison of HMX and HMX—ds critical temperatures determined from
thermal explosion revealed an inverse KDIE. This would mean the HMX thermal
explosion event occurs primarily in the HMX mixed melt phase where the controlling
mechanistic feature depends upon the rate at which the intermolecular crystal lattice forces
are weakened by thermal activation.! A KDIE investigation of HMX and HMX—dg in the
most hostile high energy event of all, detonation, showed HMX—d; required a slightly
higher impact velocity than unlabeled HMX when an exploding foil initiation method is
used.2 This small positive (1° or 2°) KDIE demonstrates that like the HMX pyrolytic
decomposition/deflagration process and the thermal explosion event, condensed phase
mechanistic features could control the rate at which a chemical reaction process promotes
or generates this detonation event. The indirect nature of this detonation KDIE does not
allow quantitative differentiation between solid state C—H bond rupture (1° KDIE) or
liquid state C—N bond cleavage (20 KDIE) as being the possible rate—controlling feature.
However, recent high pressure diamond anvil cell/FTIR HMX decomposition experiments
in the GPa pressure range?, showed HMX remains in the solid state at such extreme
pressures; this result, therefore, might favor the 1¢ KDIE solid state C—H bond rupture as
being the detonation event’s rate—controlling mechanistic feature.42 This could mean the
HMX pyrolytic decomposition/deflagration process and detonation event both possess some
kinetic control from solid state C—H bond rupture, and that only the thermally activated
thermal explosion event proceeds by a different mechanistic rate—controlling feature
operating in the HMX mixed melt phase. Thus, the kinetically controlled mechanistic
features found during ambient pressure decomposition can mirror those energetic events
found in more drastic high energy events like thermal explosion and detonation; but is
there a correlation with the combustion event?

The high energy combustion event falls in a temperature/pressure/time regime between the
pyrolytic decomposition/deflagration process and the thermal explosion event.
Combustion undoubtedly is a very complex phenomenon involving both chemical and
physical interactive processes proceeding among various condensed and gaseous physical
states. All three HMX condensed phase states éolid, mixed melt, liquid) could be present
during combustion, and the far more extensively studied gas phase flame portion is
represented with several flame stages and reaction zomes.19-12 In order to discuss the
combustion event’s rate—controlling mechanistic features for comparison to those processes
and events already addressed, the combustion event is viewed as consisting of two major
portions: (1) a condensed phase decomposition/deflagration process for producing the
gaseous species found in the second process, (2) the gaseous flame oxidation process which
produces the final combustion products (Figure 6).3 Each process considered separately,
would have its own rate—controlling mechanistic step; but, of the two, one logically would
occur more slowly. '
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This slower rate—controlling feature ultimately would determine the HMX burn rate. High
pressure window bomb combustion (3.6—10.4 MPa) of cylindrical pressed HMX and
HMX-dg pellets produced significant KDIE values from comparative burn rates; this
verifies a substantial degree of kinetic control for this event (Table 1).3

Table I. HMX/HMX—ds Combustion KDIE Values.

500 psig 1000 psig 1500 psig
Temperature (3.55 MPA) (6.9 MPa) (10.4 MPa)
Expl (553K)13 1.37 £ 0.22 1.60 + 0.16 1.24 + 0.20
Std (298K) 3.26 3.80 2.95

The KDIE magnitudes reveal an apparent 10 KDIE at 3.55 and 6.99 MPa pressures; the
value at 10.4 MPa at first glance appears low for a 1¢ KDIE, but is within the
experimentally accepted minimum 10 KDIE of 1.3514 at a 95% confidence level statistical
variation. The possibility the KDIE at 10.4 MPa represents a very large 20 KDIE and a
resultant mechanistic change to a different rate—controlling step, is not discarded;3s but,
when the experimental KDIE values are mathematically extrapolated to standard
temperature,!3 3 10 KDIE remains plausible when one considers the maximum 2¢ KDIE at
standard temperatures theoretically would be 1.74 squared or 3.03.15 The 10 KDIE reveals
that ultimately, C—H bond rupture kinetically controls the global HMX burning rate to a
very large degree. When compared to the KDIE results of HMX’s atmospheric pressure
decomposition and pyrolytic decomposition/deflagration processes, the 1o KDIE
combustion value suggests this rate—controlling C—H bond rupture may occur in the solid
state decomposition/deflagration process of the combustion event. While the gas phase
flame oxidation process could have its own kinetically controlled mechanistic feature, past
studies with HMX and RDX decomposition in different physical states within a similar
temperature range, show an increase of rate as one proceeds from the solid to liquid to
gaseous states.16 It is, therefore, quite possible that the observed kinetic rate—controlling
C—H bond rupture occurs most slowly in the solid state and that condensed phase kinetics
ultimately exercise substantial mechanistic control over the global HMX burn rate.3
Condensed phase HMX burn rate control also has been postulated recently from other
experimental findings.!” KDIE investigations of RDX and RDX-ds by thermogrametric

102




analysis (TGA)? and IDSC® show a 1o KDIE for RDX decomposition as does a KDIE
investigation of the RDX combustion event (Table II).8

Table II. RDX Decomposition and Combustion KDIE Values

Decomposition 1.50 (TGA)? 1.74 £ 0.17 (IDSC)#
500 psig (3.55 MPa)8 1000 psig (6.99 MPa)8
Combustion 1.37 £ 0.16 1.46 + 0.23

Values reported to the 95% confidence level
This could suggest RDX’s burn rate may also be determined from a rate—controlling
kinetic C—H bond rupture in one of its condensed phases (solid or liquid).
Recently, the first KDIE formulated nitramine propellant investigations conducted in a
high pressure window bomb at 6.99 MPa, show the same rate—controlling mechanistic step
as that observed for their pure HMX and RDX compounds (Table III).!8

Table III. HMX and RDX Propellant Formulation Combustion KDIE Values

Temp (K) Pure Compd KDIE Propellant KDIE
Expl (553)13 HMX 1.30 £ 0.05 HMX/CWS 1.29 4+ 0.09
Std (Calc 3.09 3.07

Expl (673 17 RDX 1.31 + 0.04 RDX/CW5 1.24 + 0.05
Std (Calc 3.73 3.53

Maximum theoretical 20 KDIE (298K) is (1.74)2 = 3.0315
Values reported to the 95% confidence level

While the KDIE values fall slightly below the 1.35 high temperature experimental
minimum for a 10 KDIE, 4 their statistical variation places them within the same 10 KDIE
95% confidence level range as those illustrated in Tables I and II. They also do exceed the
upper theoretical value for a standard temperature 20 KDIE,!5 a magnitude that is rarely
observed. At any rate, it is clear that both the pure HMX and RDX have the same type of
KDIE as their respective formulated propellants and are, therefore, kinetically controlled
by the same rate—determining step.

This presentation does not imply that either physical heat feed back mechanisms nor the
chemical reactions and species in the gas phase flame oxidation process are unimportant.
Optimization of heat back is a neccessary consideration for achieving the maximum
inherent HMX burn rate with a properly designed combustion chamber and flow field
pattern. The observance, however, of a large KDIE in the HMX combustion event signifies
substantial kinetic control for the HMX burn rate. This verifies that even if the inherent
HMX burn rate is optimized by physical design, further modification or tailoring of the
pure HMX burn rate or that of HMX based propellant formulations, ultimately must be
achieved by chemically altering the kinetically driven, rate—controlling C—H bond rupture,
possibly in the solid state decomposition/deflagration portion of the combustion event.
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Understanding the gas phase flame properties and mechanism in combustion is also
necessary; however, because the combustion event is comprised of both condensed phase
and gas phase chemical processes, the mechanism of each must be elucidated and their
interactive nature determined. Presently, little experimental investigation and almost no
theoretical computational modeling address the condensed phase process, while both
experimental and theoretical investigations for the gas phase process abound. The KDIE
results achieved especially by HMX, strongly suggest mechanistic condensed phase
combustion characteristics can no longer be ignored, and that only by understanding the
mechanistic features of both the condensed and gas phase chemical processes for a given
energetic material, will adequate computational codes be develcped and precise burn rate
tailoring be achieved.!® Furthermore, the KDIE investigations described strongly suggest
mechanistic rate—controlling features can be dependent on an energetic material’s different
physical states, and that these different physical states and their resultant rate—controlling
mechanistic feature, might be the same in both decomposition and combustion. This
would permit the careful extrapolation of mechanistic data gained in ambient pressure
decomposition as a guide for conducting further mechanistic combustion studies, a
viewpoint also determined from an investigation of polynitroaliphatic energetic materials. 20
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TITLE: THE HEAT FLOW/CHEMISTRY INTERFACE IN FAST-HEATED ENERGETIC MATERIALS
AFOSR-87-0033
Principal Investigator: Thomas B. Brill
Department of Chemistry

University of Delaware
Newark, DE 19716

SUMMARY/OVERVIEW:

The chemical and physical description of the condensed phase as it
transits to the gas phase at high heating rates is a frontier area of research

on energetic materjals experiencing combustion or explosion. Rapid-scan
FTIR/temperature profiling techniques have been developed and are being
employed to cast light on these problems. The goal is to determine the

thermochemical changes taking place in the condensed phase simultaneously with
the observation of the near surface gas products evolved so that (1) the
physicochemical mechanisms of decomposition at high heating rates can be
established, and (2) the near surface gas products that drive the flame can be
determined as a function of the parent molecular structure. This level of
understanding is input necessary for three-dimensional combustion modeling.

TECHNICAL DISCUSSION

During this year significant progress has been made toward developing a
new technique to give insight into chemistry along the thermal wave in a fast-
heated material. By measuring the time-to-exotherm in fast-heated materials,
we have we have found that, at temperatures well above the normal decompositiocn
temperature, the apparent activation energy to the exotherm is dominated by the
rate of heat flow rather than the rates of the chemical reactions. Thus, the
apparent activation energy decreases with increasing temperature and is
smallest at the burning surface, With the FTIR/temperature profiling
technique, we are also able to measure the gas products at various temperatures
in near real-time. By investigating various energetic materials having the
most important energetic functional groups: nitramines, nitrate esters, C-NOp,
azides, tetrazoles, perchlorate, etc., we are attempting to attach chemical
events to the behavior of the thermal wave.

The Approach, Progress and Future Plans figures shown here pictorially
summarize the main points of this aspect of the research this year. In
addition to studies of the heat flow/chemistry interface mentioned above, a
detailed study of the decomposition-to-deflagration transition in
trinitromethyl compounds has been completed. Studies of highly overoxidized
compounds containing both the trinitromethyl group and the nitramine group have
been conducted. A new experimental method in which simultaneous mass and
temperature change (SMATCH/FTIR) is conducted while recordxng the FTIR spectra
has been developed and is beginning to be applied to the fast thermolysis of
binders and energetic polymers.
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STRUCTURE OF LAMINAR PREMIXED CH,/N,0 and CH,0O/N,0 FLAMES
AFOSR Grant Number AFOSR-88-0331

Melvyn C. Branch
Mechanical Engineering Department
University of Colorado
Boulder, Colorado 80309-0427

SUMMARY/OVERVIEW:

This study is part of a comprehensive investigation of the structure and chemical
mechanism of gas phase flame reactions above the surface of nitramine propellants in
order to assist modeling the overall combustion behavior of the propellant. We have
previously reported on the measurement of the composition and temperature of stable
and unstable species in CH,/NO,/O, and CH,0/NQO,/O, laminar premixed flat flames.
The discussion below summarises our most recent results, including flame data for
CH,/N,O and CH,0O/N,O flames. Research which is proposed for the next year will
focus on developing a consistent reaction mechanism for all of these fuel/NOx flames
and will consider the effects of additives to increase flame burning velocities.

TECHNICAL DISCUSSION:

Flames were stabilized on a 2 ¢cm by 8 cm burner housed in an evacuated
chamber maintained at a pressure of 50 torr. Flame measurements were made of the
concentration of stable species by a sampling microprobe and gas chromatographic gas
analysis. Measurements of the concentration of unstable species was made by laser
induced fluorescence and laser absorption using an excimer pumped dye laser system.
Temperature was measured by a radiation corrected BeO/Y,O, coated Pt-Pt/13%Rh
thermocouple and compared to rotational temperature measurements. The accuracy of
the stable species measurements was approximately 8%, the accuracy of the tempera-
ture measurements was about 3% and the accuracy of the unstable species measure-
ments was estimated to be 20%.

Composition profiles for stable and unstable species measured in near stoichiom-
etric flames of CH, with N,O and of CH,0O with N,O are given in Figures | and 2
respectively.  Although a complete reaction mechanism for these flames is not yet
available, any such mechanism should account for the overall trends in the data rep-
resented in these results. In our efforts to develop such a mechanism. we have
relied heavily on several recent related studies and reviews.

These flames demonstrate that N,O is a much more effective oxidizer than was
NO, in our earlier investigation. In the earlier study it was necessary to add O, in
order to produce flames that were sufficiently stable that measurements could be
made. In addition. NO, was only partially consumed in the earlier flames whereas
in this investigation. the N,O is completely reacted. Another significant difference
between these results with N,O and the results with NO, is that N, is formed in
both the CH, and the CH,0O flame due to the reaction

N,O + H= N, + OH
In the flames with NO, as oxidizer it was shown that CH was needed to form N, so

that little N, was found in the CH,0O flames. Miller and Bowman have suggested
that the reaction between N,O and H can also have a seven percent yield of NO and
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NH. This could account for the observed formation of NO in Figures | and 2.

Many differences between the CH, and CH,0O flames with N,O are similar to
differences between CH, and CH,O flames with NO,. More CO and H, are formed
in the CH,O flames due to the reactions

CH,O0 + H = CHO + H,
CHO + H=CO + H,

In the CH, flames the H, concentration was below the detection limit of the gas
chromatograph and the CO maximum is about one fourth the CO maximum in the
CH,O flame.

The radical species profiles are given only for the CH,/N,O flame where CH,
NH. CN and OH were measured. The CH is formed by successive H abstraction
from CH, and CN is formed as a consequence of reaction between CH and NO.
Since CHO does not lead to the formation of CH. the formaldehyde flames do not
yield CH. We have identified OH in both flames but those measurements are not yet
quantitative.

In conclusion, we have made new measurements which can supplement the lim-
ited existing data on CH,/N,O flames and which represent the first data on
CH,0O/N,O flames. These data are now being used in detailed flame chemistry mod-
eling to develop a complete reaction mechanism for the compiete set of fuel/NOx
flames we have investigated. Future studies will include the measurement of flame
velocities of fuel/NOx mixtures and the influence of additives such as ammonia on
the burning velocity of the flames. Nitric oxide is a significant product of flames
with NO, and ammonia is known to reduce nitric oxide exothermically.

PUBLICATIONS:

1. L. Thorne, M.C. Branch, J.A. Miller and D. Chandler, "Interaction Between Nit-
rogen and Carbon Species in H,/O, Laminar Premixed Flames.," 2/st Symposium

(International}) on Combustion, The Combustion Institute. Pittsburgh, pp. 965-977.
1988.

2. M. Sadeqi and M.C. Branch, "A Continuous Flow Gaseous Formaldehyde Genera-
tion System for Combustion Studies." Combustion and Flame, 71, pp. 325-329. 1988.

3. M.C. Branch, A.A. Alfarayedhi, M.A. Sadeqi and P.J. Van Tiggelen, "Measure-
ments of the Structure of Laminar Premixed Flames of CH,/NO,/O, and
CH,0/NOQ,/O, Flames", Combustion and Flame, in press.

4. M.C. Branch, F.N. Alasfour and M.A. Habeebullah, "Structure of Laminar Pre-
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Figure |. Measured concentration profiles in a2 CH,/N,O laminar premixed flame at
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HIGH PRESSURE COMBUSTION KINETICS OF PROPELLANTS
AFOSR PROGRAM ELEMENT 2308M1
Principal Investigator: Tim Edwards

Air Force Astronautics Laboratory (AFSC)
AL/LSCC, Edwards AFB, CA 93523-5000

SUMMARY/OVERVIEW:

This research is designed to examine the structure and reaction mechanisms of high
pressure solid propellant flames. The understanding of these mechanisms is limited at present.
It is believed that a better knowledge of high pressure propellant flame chemistry is needed for
for improvements in current propellant performance and instability models. The major
experimental tools used in this research are laser-based combustion diagnostics such as laser-
induced fluorescence. Simplified chemical kinetic models of the propellant flame chemistry are
used to validate and direct the experimental measurements.

TECHNICAL DISCUSSION

Laser-based combustion diagnostics were originally demonstrated in laboratory flames.
Relatively recently these tools [1] have been applied to the study of solid propellant flames
[2,3,4]. One aspect of these diagnostics is that detailed information is obtained about species
such as CN, NO, NH, N7O, etc that is not obviously relatable to current solid propellant flame
modeling. For example, which stage(s) of an HMX flame is a CN profile relevant to?

Detailed chemical kinetic models of solid flames are being developed [5,6]. The
models require multiple days of VAX CPU time or a Cray-level computer. An alternative is to
compare predictions from a simplified chemical kinetic models to experimental data from HMX
and double-base (XLDB) propelilant flames (these measurements are continuing [2]).. For
example, the temperature and selected species profiles for freely propagating HCN/NO»
(modeling HMX) and CH20/NO» (modeling NG) flames at 15 atm are shown in Figures 1 and
2. The species were those seen in propellant flames with LIF {2,3]. These calculations use
CHEMKIN with a 77 reaction/24 species data set [Sb]. The comparison shows which species
should be good diagnostic targets (those in high concentration) and shows the effect of several
formulation variables on flame species. For example, the calculations show that 106 times
more CN could be found in an HMX flame than in a similar XLDB propellant flame.
Experimentally, CN has been seen in HMX propellant flames [2,3] and has not been detected
in XLDB propellant flames [2].

To be more directly applicable to propellant flames, two modifications have been made
to the way CHEMKIN has been applied. The first change is to modify the stoichiometry to
take into account the fuel-rich nature of propellant flames. For example, a 73% HMX/17%
TMETN/10% binder propellant [2,4] was (roughly) approximated as a flame with
HCN/CH20/NO3 = 0.36/0.20/0.44. The results are shown in Figure 3. The broadening of
the reaction zone compared to the HCN/NO; case is notable. This simulation made the (crude)
approximation that the polyester binder formed exclusively CH20. A more realistic chemistry
model would allow for carbon-rich binder pyrolysis products (the binder formula is
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approximately C4 6H7502.3). Another step toward a more realistic chemistry model (under
development) would use experimental temperature profiles [4,7] to decouple the chemistry
from the energy transfer between the propellant and the flame, and is essentially the same as
running CHEMKIN for a burner-stabilized flame. This type of model would give a reasonable
approximation to the flame chemistry without requiring the computationaily difficult energy
balance equations of full models [5,6]. This simple model is useful only for situations where
an experimental temperature profile is available and thus has little predictive capability.
However, such a simple model can show which species are found in high concentration and
thus are diagnostically accessible. Alternatively, the simple model could be compared to
species profiles in propellant flames to determine if the theoretical chemistry is predicting the
chemistry in a realistic way. These chemistry models are also being tested against results in a
flame facility, with the goal of comparing modeling and experimental measurements in a high
pressure gas flame, such as CH4/NO; (see Branch's abstract in this meeting), as well as in the
propellant flames.
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SOLID FUEL COMBUSTION

(AFOSR Grant No. 85-0340)

Principal Investigator: J. S. T'ien
Other Professional: N. Ait Messaoudene

Department of Mechanical and Aerospace Engineering
Case Western Reserve University
Cleveland, Ohio 44106

SUMMARY /OVERVIEW

Analyses with a counterflow diffusion flame geometry are
performed to study several interesting flame properties. In the
first work, the flame 1is assumed to be laden with submicron
particles, either produced 11n the flame or introduced from the
free stream. Because of thermophoretic convection and Brownian
diffusion, different particle flow patterns are produced which
have a profound effect on the detailed particle concentration
distribution 1n the flame. In the second work, the effect of
gas-phase radiation on the extinction of a solid fuel diffusion
flame at small flame stretch rate is also being analyzed.

TECHNICAL DISCUSSION

(1) Concentration Distribution of Particles in a
Thermophoretically Affected Opposed-Flow Diffusion Flame

The behavior of submicron particles in a thermopnoretically
affected flow field has been investigated thegretically.
Specifically, a two-dimensional counterflow diffusion flame
stabi1lized in the forward stagnation region of porous cylinder 1is
considered. Fuel is ejected from the cylinder with a specified
blowing velocity and diffuses 1nto an oxidizer flow of specified
stagnation velocity gradient. In this configuration, particles
(e. g., soot) of an assumed average dimension form at a global
rate depending on the local fuel concentration and temperature.
Thermophoresi1s gives rise to many different flow patterns for the
particles depending on the flame structure and the magnitude of
thermophoretic coefficient. In some cases, multiple stagnation
points for particle flow exist.

Brownian diffusion needs to be 1ncluded in this theoretical
treatment in order to avoid singutar behavior (infinite particle
concentration) at the stagnation point under certain conditions.
Because the Schmidt number associated with the B8rownian diffusion
is very large a special numerical scheme was developed to solve
the mass conservation equation for the particles. The numerical
scheme was implemented in two stages and allowed to integrate the




equation even 1n situations for multiple turning points (points
where the particle velocity chanjes direction). This was achieved
by making use of an adaptive mesn refinement scheme.

For cases aiong the center streamline where the particles are
convected toward the stagnation point, a boundary layer behavior

is observed. when the product of Prandatl number and the
thermophoretic coefficient 1is greater than a c¢ritical value
(nearly unity - slightly influenced by the chemical kinetics), a
local peak of particle concentration 1s predicted (Fig. 1). For

cases where particle velocity is from the fuel rich side toward
the flame, the particles, generated 1n the fuel-rich side (such as
soot), can leak through the flame and appear on the fuel lean side
(Fig. 2). This can occur only when the stoichiometric
fuel/oxi1dizer mass ratic is less than unity. The detailed profile
of particle concentration in counterflow diffusion flames,
therefore, depends on many parameters.

(2) Diffusion Flame Extinction at Small Stretch Rate: The
Influence of Gas-Phase Radiation

An arnalysis 1s being made to evaluate the 1nfluence of
gas-phase radiation on flame extinction at very small flame
stretch rate. Previcusly, radiative loss from the hot surface of
a soli1gd fuel has been found to produce an extinction limit at low
oxygen convective rate, but the 1nfluence of gas-phase radiative
contribution 1s uncertain. In t..5 aralysis of a counterfiow
solid fuel diffusion flame the gas-phase radiation from the
combustion products (H20 nd COZ) and the fuel vapor are included

using a two-flux model (soot disappears before extinction l'imit 1s
reached; therefore, 1t 1s nc: incluced). The formation shows that
the surface radiative loss varies 1nversely with the square root
of the stretch rate (velocity gradient) while the gas-phase
radiation varies approximately with the inverse of first power of
the stretch rate. Therefore, although gas-phase radiation 1is
negligible compared with surface radiation for small flames 1in
moderate stretch rate, it can become 1ncreasingly important at
very small stretch rate. The model 1s still being computed and we
hope to present 1ts results at the conference.
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AFOSR SPONSORED RESEARCH IN AIRBREATHING COMBUSTION

PROGRAM MANAGER: JULIAN M. TISHKOFF

AFOSR/NA
BOLLING AFB DC 20332-6448

SUMMARY/OVERVIEW: The Air Force Office of Scientific

Research (AFOSR) program in airbreathing combustion
currently 1s focused on six areas of study: reacting flow,
soot, sprays, kinetics, boron slurries and supersonic

combustion. An assessment of major research needs in each of
these areas is presented.

TECHNICAL DISCUSSION

AFOSR 1is the single manager for Air Force fundamental
research, including programs based on external proposals and
in-house work at Air Force laboratories. Airbreathing
combustion is assigned to the AFOSR Directorate of Aerospace
Sciences along with programs in =*~ocket propulsion,
diagnostics of reacting flow, fluid and solid mechanics, and
civil engineering.

Interests of the AFOSR airbreathing combustion program are
given in the SUMMARY section above. Many achievements can be
cited for these interests, yet imposing fundamental research
challenges remain. The objective of the program is
publications in the refereed scientific literature
describing significant new understanding of multiphase
turbulent reacting flow. Incremental improvements to
existing scientific approaches, hardware development and
computer codes fall outside the scope of this objective.

Decisions on support for research proposals are based on
scientific opportunities and technology needs. Current AFOSR
perceptions of scientific opportunities appear in Figure 1,
and areas of emphasis are indicated by arrows with positive
slopes. Technology needs have been defined by the results of

the Forecast 1II exercise which the Air Force completed
recently.

Included in Forecast II are two technology areas which are
relevant to the AFOSR airbreathing combustion task: combined
cycle engines and high performance gas turbines. The former
area would provide the propulsion system for the National
Aero Space Plane, and related research proposals will
receive primary consideration for available support. The
combined cycle engine concept has motivated significant
research 1interest 1in supersonic combustion. In fiscal year
1986 (FY86) substantial research activity was initiated to
study mixing and chemical reaction under supersonic flow
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conditions. In FY87 new research efforts were directed at
novel means for achieving ignition, combustion enhancement
and low-loss flameholding in supersonic combustion. FY89 saw
new research in interactive control of fluid transport
processes. These opportunities reflect a generic interest in
interdisciplinary efforts between researchers in control
theory and fluid transport behavior. For the combined cycle
engine a particular focus of interactive flow control will
be the investigation of means to overcome the suppression of
mixing which high Mach number flows experience in relation
to subsonic flows.

The behavior of single fuel droplets has been the subject of
renewed research activity. Both computational and
experimental capabilities appear to be poised to expand
studies of spray combustion to spatial dimensions smaller
than those of the droplets themselves., A particular focus of
this research activity will be the interactions between
droplets and gas-phase turbulent transport processes.

The purpose of this abstract has been to communicate AFOSR
perceptions of research trends to the university and
industrial research communities. However, communication from
those communities back to AFOSR also 1is desirable and
essential for creating new research opportunities.
Therefore, all proposals and 1inquiries for fundamental
research are encouraged even 1if the content does not fall
within the areas of emphasis described herein. Comments and
criticisms of current AFOSR programs also are welcome.
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AFOSR SPONSORED RESEARCH IN DIAGNOSTICS OF REACTING FLOW

PROGRAM MANAGER: JULIAN M. TISHKOFF

AFOSR/NA
BOLLING AFB DC 20332-6448

SUMMARY/OVERVIEW: The Air Force Office of Scientific
Research (AFOSR) program in diagnostics of reacting flow
currently is focused on four areas of study: gas—-phase
measurements; thermochemical and geometric characterization
of solid surfaces; particle and droplet measurements; and
plasmas. An assessment of major research needs 1in each of
these areas is presented.

TECHNICAL DISCUSSION

AFOSR is the single manager for Air Force fundamental
research, including programs based on external proposals and
in-house work at Air Force laboratories. The diagnostics of
reacting flows task is assigned to the AFOSR Directorate of
Aerospace Sciences along with programs in rocket propulsion,
airbreathing combustion, £fluid and solid mechanics, and
civil engineering.

Interests of the AFOSR diagnostics of reacting flow program
are given in the SUMMARY section above. This program, now in
its eighth year, has produced many "first-ever" laser-based
measurements. The instrumentation with which these
measurements were made 1is becoming commonly available for
laboratory and bench test wutilization. Measurements range
from microscopic to macroscopic scales with relevance to:
plasma acceleration; combustion aerothermochemistry; the
behavior and synthesis of advanced energetic materials;
characterization of exhaust plume formation and radiation;
and dynamic control of propulsion, weapon and power
generation systems.

Decisions on support for research proposals are based on
scientific opportunities and technology needs. Current AFOSR
perceptions of scientific opportunities appear in Figure 1.
Technology needs have been defined by the results of the
Forecast 11 exercise which the Air Force completed recently.

Included 1in Forecast 1I are four technology areas which are
relevant to the AFOSR diagnostics of reacting flow task:
combined cycle engines, high performance turbine engines,
safe compact nuclear rockets and space-based reusable
orbital transfer vehicle. The first area would provide the
propulsion system for the aerospace plane. As indicated by
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the orientation of the arrows in Figure 1, the task area
with the greatest growth potential is gas-phase measurements
relevant to plasmas.

The purpose of this abstract has been to communicate AFOSR
perceptions of research trends to the university and
industrial research communities. However, communication from
those communities back to AFOSR also 1is desirable and
essential for creating new research opportunities.
Therefore, all proposals and inquiries for fundamental
research are encouraged even if the content does not fall
within the areas of emphasis described herein. Comments and
criticisms of current AFOSR programs also are welcome.
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NUMERICAL SIMULATION OF CONTROL OF SUPERSONIC SHEAR LAYERS
ONR Contract No. N00014-89-J-1319

Principal Investigator: L. N. Sankar

School of Aerospace Engineering
Georgia Institute of Technology, Atlanta, GA 30332

SUMMARY

The issue of enhancing mixing between parallel, supersonic streams is
numerically investigated. An explicit time marching scheme that is second
order accurate in time and fourth order accurate in space is used to study
this problem. Small amplitude velocity disturbances at selected frequencies
are imposed over an otherwise steady flow at the juncture of the two streams
to promote mixing. It is found that disturbances are selectively amplified at
certain frequencies, while disturbances at other frequencies are rapidly
damped out. In studies where the relative Mach number of the disturbances
relative to one of the streams is high, shocklets were found to form on one or
both sides of the shear layers. In such a situation, the relative Mach numbers
of the eddies were different in coordinate systems attached to the upper and
the lower streams.

SCOPE OF THE PRESENT WORK

The objectives of the present work are to study the growth of supersonic
free shear layers and their response to imposed acoustic disturbances through
direct numerical solution of the governing equatioms.

The 2-D compressible Navier-Stokes equations in a strong conservation
form are numerically solved, using a modified MacCormack scheme that is second
order accurate in time, and fourth order accurate in space. This scheme is
suitable for studying phenomena such as propagation of acoustic waves,
boundary 1layer instability, and shear layer instability and has been
previously used by several authors. The flow field is assumed to be laminar.

RESULTS AND DISCUSSION

Figure 1 shows the computational domain used. The computational domain
was divided into a uniformly spaced Cartesian grid consisting of 221 nodes in
the x- direction and 241 nodes in the normal direction. The typical grid
spacing in the x- and y- direction were 5/3d and 0.4 d units respectively,
where d is the vorticity thickness of the shear layer at the inflow boundary.
The grid spacing in the y- direction is fine enough to place approximately 30
points across the shear layer where the vorticity content is largest, at
distances sufficiently downstream (x > 50d) from the inlet.
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At the inflow boundary, a hyperbolic tangent mean velocity profile was
specified. The v component of inflow velocity was set to zero for the mean
flow. The pressure was assumed to be equal and uniform at the inflow boundary.
A variety of velocity, density and temperature ratios across the shear layer
have been used to study parametrically their effects on th  shear 1layer
characteristics.

The 2-D Navier-Stokes solver was used to compute the mean shear flow
characteristics first. Then, forced excitation of the shear layer began. This
was achieved by prescribing the normal (v-) component of velocity over the
entire inflow boundary to behave as follows:

v(y,x=0,t) = Z AL f(y) sin(xnt+0n)

Here the summation shown is over all the excitation frequencies; is
the amplitude of disturbance, X, is the frequency of disturbance and §, 1s the
associated phase angle. The function f(y) determines the variation of the
perturbation velocity across the shear layer. Both a Gaussian distribution and
a constant magnitude distribution were attempted. The results to be presented
here correspond to f(y) equal to unity.

The computed flow fields after several cycles of forced excitation of
the shear layer are analyzed using computer graphics and Fourier transform
techniques to st !* the following issues of interest:

a) Eff.c of convective Mach number on shear layer growth

b) Correlation between computed convective Mach number of eddies and
analytical estimates

¢) Occurrence of shocklets and their effects on shear layer growth

d) The growth and decay of low and high frequency excitations with time
and space.

The following conclusions were drawn:

a) In the case of shear layers at subsonic and supersonic convective
Mach numbers, the imposition of acoustic disturbances over a large range of
frequencies lead to the transfer of this energy from the high frequencies to
the low frequencies, as the flow progressed from the upstream boundary to the
downstream boundary. The energy content at the lowermost frequencies rapidly
reached asymptotic values following which eddies in the shear layer were
convected downstream with no further alteration in their structure [Figure 2].

b) In the case of shear layers at a supersonic convective Mach number,
situations were found where the convective Mach number relative to the faster
stream is low. This leads to a situation where shocklets arose only on the
lower side of the shear layer. Conditions were also found where the convective
Mach number relative to both the streams is high, leading to shocklets on
either side [e.g. Figure 3]. These calculations demonstrate the same features




experimentally observed by Papamoschou and discussed based on total pressure
arguments by Dimotakis.

c) The spatial growth of shear layers decreased with increasing
convective Mach number.
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INSTABILITIES IN SUPERSONIC TURBULENT MIXING LAYERS

ONR Contract No. N00014-87-K-0168

Principal Investigator: Saad A. Ragab
Graduate Research Assistant: Jeun-Len Wu

Department of Engineering Science and Mechanics
Virginia Polytechnic Institute and State University
Blacksburg, VA 24061.

SUMMARY

The objective of this research is to investigate the structures of instability waves of
supersonic mixing layers and to determine the effects of certain flow parameters
such as the Mach number, velocity ratio, and temperature ratio on the growth rates
of these waves. Both viscous and inviscid linear analyses are used. For turbulent
flows, the mean velocity profile is approximated by a hyperbolic-tangent profile and
the temperature profile is determined from the Crocco-Busemann equation. Alterna-
tive mean flow profiles are obtained by solving the laminar mixing layer equations.
Furthermore, in order to shed some light on the development of the two-dimensional
and helical pairing modes, the three-dimensional secondary subharmonic instability
cf spatially and temporally periodic mixing layers are investigated using the Floquet
theory.

TECHNICAL DISCUSSION

The mixing of two parallel supersonic streams is of primary importance to the de-
signer of propulsive systems that employ supersonic combustion. !t has been estab-
lished experimentally and theoretically that the spreading rates (and hence
entrainment and mixing) of supersonic free shear layers are substantially lower than
the rates of subsonic layers (e.g. Ref.1-4). The objective of this research is to provide
a detailed study of the effects of the velocity and temperature ratios on the instability
characteristics of mixing layers. And to provide more detailed substantiation of the
convective Mach number that is proposed by Bogdanoff (Ref.5) and Papamoscho and
Roshko (Ref.2) as a compressibility parameter of mixing layers.

Effect of the Velocity Ratio: Using the Blasius-Lock profile and inviscid analysis, we
computed the growth rates of 2D waves at a temperature ratio T, = 2 and for different
Mach numbers. Sample results are shown in Fig.1. Only the incompressible case
shows linear variation of the maximum growth rate with the velocity ratio. At higher
Mach numbers the growth rate shows a maximum at a particular velocity ratio that
depends on the Mach number. More details are given in Ref.6.

Effect of the Temperature Ratio: The maximum growth rates for the temperature ra-
tios T,=0.5,1, and 2 at U, =0 are shown in Fig.2. For Mach numbers less than 1.5
heating the slow stream stabilizes the mixing layer. However, at higher Mach num-
bers the opposite effect is obtained. The effect of T, on the higher modes of instability
is studied in Ref. 6.
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Oblique Waves: The maximum growth rates of oblique waves are depicted in Fig.3.
for T,=1and U,=0. Oblique waves become more amplified as the Mach number
increses; as one might expect.

Convective Mach Number M* : To isolate the compressibility effects on the spreading
rate, Papamoschou and Roshko pointed out that the spreading rate ¢ for certain val-
ues of Mach number M, , velocity ratio U, and density ratio p, , must be normalized
with respect to the spreading rate at zero Mach number and the same velocity and
density ratio. They gave the expression for the spreading rate ratio R, as

_ a(M,, U,, p,)

R = ,
‘ a(0, Uy, py)

= F(M")

In this work we use the maximum growth rate of the instability waves instead of the
spreading rate in forming the growth rate ratio. The growth rate ratio is shown in Fig.
4. It is evident that the R,—M* is independent of the specific values of
M,, U, and p, up to M* =0.7. For higher M* obliques waves dominate, and that calls
for a modified definition of M+

Secondary Subharmonic Instability: This work is an extension to compressible flow
of the work by Pierrhumbert and Widnall (Ref.7) and Santos and Herbert (Ref.8) con-
cerning the subharmonic instability of a row of distributed vortices. The basic state
is given by linear superposition of a steady mean flow, which is specified by the
hyperbolic-tangent profile, and a neutral primary wave. In a frame of reference mov-
ing with the phase speed, the basic state becomes steady and spatially periodic.
Such a state is shown in Fig. 5b for max(u,,) =0.1U, and M* =0.7 . Using the
Floguet theory, we compute the growth rates of the 2D and 3D secondary subhar-
monic waves of that periodic flow. The resuits in Fig.6 show that the growth rates of
the 2D waves (pairing mode) are enhanced by increasing the amplitude of the
periodicity but at a decreasing rate as the convective Mach number increases. As-
suming a subharmonic wave of amplitude max(u,,,) = 0.2 U,, vorticity contours of the
basic state and subharmonic are shown in FigSc, while contours for the subharmonic
in absence of the primary are shown in Fig5a. The clockwise rotation of the vortices
indicates the beginning of the pairing phase. The growth rates for the 3D waves are
shown in Figs. 7 and 8. The results show that the most amplified subharmonic wave
is a 3D helical mode. More details are given in Ref.9.
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DESTABILIZATION OF SUPERSONIC FREE SHEAR
LAYERS BY PARAMETRIC EXCITATION

(ONR Grant/Contract No. N00014-87-J-1130)

Principal Investigator: Christopher K.W. Tam

Department of Mathematics
Florida State University
Tallahassee, Florida
32306-3027

SUMMARY/OVERVIEW:

The instability and acoustic wave models associated with a
supersonic free shear layer inside a rectangular channel is investigated. It
is found that because of acoustic reflections from the walls a thin shear
layer at supersonic convective Mach numbers which is stable in an
unconfined environnment is now subjected to two families of instabilities.
To enhance mixing in such a shear layer it is proposed that a periodic
Mach wave system which penetrates through the shear layer may be
effective. The Mach wave system can be generated by a wavy wall of the
channel. Computations of flow instabilities show that new three
dimensional modes are possible in the presence of the Mach wave system.
The effectiveness of such parametric excitation on mixing enhancement is
to be studied.

TECHNICAL DISCUSSION

Two aspects of confined supersonic shear layers with a flow
configuration as shown in figure 1 are investigated. First, the three
dimensional instability waves/coherent structures and acoustic wave
modes associated with these flows are studied. Second, the possibility of
destabilizing such shear layers so as to enhance mixing by a Mach wave
system generated by a wavy wall (figure 2) is examined computationally.

When confined inside a rectangular channel the motion of a
supersonic shear layer is inevitably influenced by acoustic waves
reflected off the walls. If the motion of the shear layer is in the form of a
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wave then it is advantageous to view the flow problem in a moving
frame which is stationary with respect to the wave. The Mach numbers
of the flow measured in the wave frame are referred to as convective
Mach numbers. When the convective Mach numbers are supersonic two
standing Mach wave systems one on each side of the shear layers are
established between the shear layer and the (top and bottom) walls of
the channel. For waves with appropriate wave lengths the unbalanced
pressure distributions of the Mach wave system on the shear layer could
be in phase with the vertical displacement of the shear layer and thus
tend to increase its amplitude resulting in growth of the wave motion or
instability. We have now shown that a thin supersonic shear layer which
is stable in an unconfined environment becomes unstable when housed
inside a rectangular channel due to the above Mach wave mechanism. A
systematic study of the three dimensional instability and acoustic wave
modes of such a confined two dimensional shear layer has been
completed. For shear layers with supersonic convective Mach numbers
two families of instability waves are found. Each of the wave family is
associated with Mach wave reflections off one of the channel walls. In
addition to the instability waves two principal families of neutral acoustic
modes are found. Again each is associated with reflections off one of the
walls. The study also examines the three dimensional modes due to
reflections off the side walls. Finite shear layer thickness effects are also
analyzed. A detailed report of this work will appear in a forthcoming
article in the Journal of Fluid Mechanics.

To enhance mixing of supersonic shear layers inside a rectangular
channel we propose to use a Mach wave system generated by a wavy
wall as shown in figure 2. The Mach waves penetrate through the shear
layer producing a flow periodic in the downstream direction. It is known
from low speed transition work that a periodic mean flow can trigger
highly unstable 3-D instabilities. @~ We believe that a similar situation
could arise in high speed shear flows. To prove that the Mach wave
concept is worth pursuing it is necessary to demonstrate, first of all, that
in the presence of the periodic Mach wave system new 3-D instabilities
are now possible. To do so a computational study has been carried out. It
is easy to show that 3-D instabilities in a periodic mean flow are govered
by a system of partial differential equations with periodic coefficients.
Eigenvalues of the system can be found in accordance with the Floquet
theory. In the present work a Fourier-spectral expansion numericai
method is used. The flow variables are expanded in Fourier series in the
flow direction and in Chebyshev polynomials in the cross-stream
direction. A special mapping is introduced to concentrate the Chebyshev
collocation points in the shear layer. Because of the large number of
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Fourier-Chebyshev coefficients required for convergence the resulting
matrix eigenvalue problem can only be solved by a super computer
(Cyber 205). New 3-D instability wave modes generated by the periodic
Mach wave system have now been found. Future work is to optimize the
parametric excitation to provide maximum destabilization.
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Figure 1. Confined two dimensional shear layer inside a rectangular channel,
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Figure 2. Parametric excitation of shear layer instabilities by a periodic
Mach wave system.
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MIXING IN SUPERSONIC SHEAR LAYERS
ONR Contract No. N000l4-87-K-0169
Principal Investigator: Mo Samimy

Tho Ohio State University
Department of Mechanical Engineering
206 West 18th Avenue
Columbus, Ohio 43210

OVERVIEW

The objectives of the present research are threefold. First, to investigate
the effects of compressibility on the mixing in supersonic shear layers.
Second, to explore different mixing enhancement techniques. Third, to explore
the effects of large heavy particles on the mixing process. In the first
category, our results show a significant reduction in both small and large
scale mixing as the compressibility level 1is increased. In the second
category, our preliminary results show that the bow shock/shear layer
interaction does not change the mixing process judging from turbulence
properties, the shear layer growth rate, and the flow visualizations. The
research on the third category is in progress.

TECHNICAL DISCUSSION

In the past few years, the renewed interest in airbreathing hypersonic
vehicles with supersonic combustion engine has resulted in more focused
theoretical and experimental research on  supersonic shear layers. A
compressibility parameter has been identified which correlates well the
growth rate of compressible shear layers. This parameter is the convective
Mach number, a Mach number with respect to a frame of reference travelling
with the average large scale structures in the flow. In a two-stream shear
layer(Fig. 1), the convective Mach number of stream 1 is defined as
M -(Ul-U Y/a where U =(a,U,+a,U,)/(a,+a,) is the convective velocity of
c’’"1 c 2 7271 1 .

the average large scale structures and "a is the speed of sound[l]. The
convective Mach number of stream 2 is the same if the specific heats ratios of
both streams are the same. Experimental results show a good correlation
between M and the compressible shear layer growth rate when
nondimensionalized with the incompressible shear layer growth rate with the
same density and velocity across the shear layers{2]. Also, linear stability
analyses show a similar correlation between the ratio of maximum growth rates
of stability waves and M_ based on a frame of reference travelling with the
stability waves{3].

Most of the recent experimental research on supersonic shear layers has been
focused on the effects of compressibility on the growth rate of shear
layers with little or no work on the effects of compressibility on the
turbulence characteristics. The objectives of the present work are
threefold. First, to investigate the effects of compressibility on both the
mean flow and turbulence characteristics. Second, to explore different
mixing enhancement techniques. Third, to explore the effects of large
particles on both small and large scale mixing in supersonic shear
layers. We have obtained detailed results in the first category(2] and some
preliminary results in the second category[4]. We will present some
results from both categories in this note. The work on the third category is
in progress.
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Experimental Facility and Instrumentajon. The experiments were conducted at
the Ohio State University Aeronautical and Astronautical Research Laboratory.
The test section of the high Reynolds number  supersonic tunnel is

152.4x152.4%x500 mm. The <cold and dry3air genegated at 16.4 MPa(2400 psi) is
stored in two storage tanks with 42.5 m” (1500 ft~) capacity. The flow to both
streams is independently controlled. The tunnel can be operated in a steady
state mode from 1.5 minutes to over 5 minutes depending upon the run
conditions. A two-component coincident LDV was used for mean velocity and
turbulence measurements and a Schlieren system was utilized for flow
visualizations.

Experimental Condjtions. Five experiments were conducted; cases 1 to 5.
Table 1 shows the flow conditions. Three levels of c»nvective Mach numbers
were used to determine the effects of compressibility on the mean flow and
turbulence characteristics of shear layers; cases 1 to 3. For cases 4 and 35,
the flow in case 1 was used and a 4.76 mm diameter cylindrical rod or a
square rod with a 4.76 mm side was passed through the test section. In both
cases, the rod was located 117 mm from the trailing edge of the splitter plate
with its center at the splitter plate level and spanned the tunnel. The shear
layer was 14 mm thick and was fully developed at this location {2]. In all
five cases the incoming boundary layer was fully developed with the
momentum and boundary layer thicknesses of approximately 0.6 mm and 8 mm
for case 3 and 0.5 mm and 8 mm for the other cases.

Mean Flow Results. In characterizing the mean velocity of shear layers, Ul-U2
seems to be an appropriate velocity scale and U*-(U-Uz)/(U -U,)" an
appropriate nondimensional velocity. These two parameters have been used
by many researchers in both subsonic and supersonic shear layers. Most of the
researchers have used the local shear layer thickness, b, defined in a
variety of ways such as the thickness between 0.1U* to 0.9U*, as the
shear layer 1lateral scale. Theoretical analyses show that the mean
flow profile has significant effects on the shear layer results. The shear
layer thickness is based on only two points at the edges of the shear
layer and cannot correctly characterize the lateral scale. Therefore in search
of a global 1lateral scale, we have examined y*-(y-yO )/t where Yo.5
is the location of 0.5U% and t is either the local momentum thickness, y,*, of
the local vorticity thickness, yz*. Plotting U* wversus y,*, the mean™ flow
velocity profiles for wvarious® convective Mach numbers Zollapse only when
Cy,.*, instead of y.*, is utilized. In this linear transformation, c seems

to'be a linear function of convective Mach number at least for the |

available data for O<M <1; c=1-0.41M [2]. However, when the vorticity
thickness is used, all tﬁe available cdata collapse without any
transformation; Fig 2. In Figure 2, the solid curve is
U*=0.5(1l+tanh(2.4y,*)) and obtained by a least square curve fit to data.
Therefore, the vorticity thickness seems to be a reasonable global lateral
scale in turbulent free shear layers.

Shear Layer Spreading Rate. The shear layer growth rate characterized by the
shear layer thickness, the momentum thickness, or the vorticity thickness
growth rate showed a linear growth in the fully developed region of the shear
layer[2]. The nondimensionalized values of the thickness growth rates and the
voricity thickness growth rates of the present experiments versus convective
Mach number followed the trend established by other researchers{1-3].
Iurbulence Results. The appropriate velocity and lateral scales established,
now we use these scales to examine the effects of compressibility on the
turbulence results. Figures 3 and 4 show the lateral turbulence intensities
and the Reynolds stress results for the subsonic flow of Oster and
Wygnanski(4] and the three convective Mach number cases of the present
experiments. For each convective Mach number, the graphs shown are the
averaged results over many stations in the fully developed region of the

141




flowfields{2]. As the compressibility is increased, the maximum level and the
lateral extent of both transverse turbulence intensities and the Reynolds
stress are decreased. Also, there seems to be a shift of the location of
maximum values toward the lower edge of the shear layers. The streamwise
turbulence intensities show similar trends(2]. Both small and large scale
fluctuations contribute to the turbulence intensities. But, the main
contribution to the Reynolds stress stems from large scale structures. Thus,
the compressibility seems to supress both the small and large scale mixing.
Figure 5 shows the correlation coefficient. This seems to show that as the
compressibility increases, the lateral extent of the structures 1is reduced
significantly.

Mixing Enhancement. Vorticity is generated behind a bow shock due to curvature
of the shock wave. Thus, one would anticipate that the interaction of a bow
shock with a free shear layer would enhance the mixing. A simple way of
generating a two-dimensional bow shock 1is to pass a rod through the shear
layer. The flowfield in case 1 was utilized and either a cylindrical rod with
4.76 mm diameter or a square rod with 4.76 mm side was passed through the
shear layer at 117 mm downstream of the splitter plate where the flow was
fully developed and the shear layer thickness was about 14 mm. The
measurements were carried out from approximately 19 to 53 cylinder diameters
downstream of the rod 1location. Both the mean flow and the turbulence data
collapsed reasonably well in this region. Therefore, the results were averaged
over many stations. Figures 6 and 7 show the results for the tranverse
turbulence intensity and the Reynolds stress. The shear layer thickness,
instead of the vorticity thickness is used as the lateral scale, because the
velocity profiles did not have a well defined linear region due the effects of
the wake behind the rod. There seems to be little or no effect in either the
turbulence intensity or the Reynolds stress on the high speed side of the
shear layer where the bow shock was generated. However, the low speed side
indicates significant increases in both parameters, especially the transverse
turbulence intensity. The streamwise turbulence intensities also show similar
effects. The correlation coefficient does not show any change in comparison
with the wundisturbed case. There was no bow shock on the low speed side,
therefore, the changes are mostly due to the wake effects. The shear layer
growth rate determined from both the Schlieren photographs and the mean
velocity measurements did not show any changes from the undisturbed case.
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Table 1
Case No. M M, M, u,/U, P2/ A
l(free shear laver) 1.80 0.51 0.51 0.36 0.64
2(free shear layer) 1.96 0.37 0.64 0.25 0.58
J(free shear layer) 3.01 0.42 0.86 0.24 C.36
4(cylinder) 1.80 0.4z 0.51 0.36 0.64
5(square) 1.80 0.42 0.51 0.36 0.64

142




Figure |

Schemaltic of the flowficld.

NN NN O N O N S NSNS N NN NN N

M,
——

Uk=(U- U )/(U}
Yy *=(y=Y, ¢)/b
L4407 2)/5

U,)

§: vorticity thickness

ﬁ
M,. U,
~ AN
Figure 2 Axial mean flow profiles.
18
Bl VY]
-8 N .
-1 -1 -08 0, (¥} 1 L8
M)
Figure 4 The Reynolds stress profiles.
0.014
- Netd: et 0 e
oot o e Q‘
oo1| W veem )
P Me=t 0o *
ol 4 ) ‘
—0.002 N . PR
-18 -1 -08 o 08 1 18
S
Figure 6 Lateral turbulence intensities.
0.1¢
- Crlladwr
VILE — square
W cam 3 A:\
(293 N
. v,
coe} N
ool N
l-k
004} ll
oost
° . : S s
-8 -1 -08 0. o8 1 18

NONNAKN

ANANAN NN

Figure 3 Lateral turbulence intensities.

o1s
4 Retd Neet®
0.14 [ 0 weeoss
OIZL_‘_ We=0 84
’ P uceo o8
o1b ’/0’
| /
008 &
&
oo0a} %;
o0s o
3
ooz} ""54
-1s -1 -08 ;. 08 1 18

08 ——-

asy

92 L . " 3

o4 T vememe j;r;sa “ﬁ

03 7 b
I
01 \B'ﬂ

01t -39 v

Figure 5 Correlation coefficient profiles.

3 deeamr -
# Need @t

-13 -1 ~08 0 o8 1 18

o0t

0 008

0004

0002+

y
b: shear layer thickness

143




MIXING CONTROL IN SUPERSONIC SHEAR LAYERS
ONR Grant No. NOOO14-88-K-0242

Principal Investigators: P. J. Morrisl, D. K. Mclaug,hlin1 and G. S. Settles?.

Departments of Aerospace l'-lngineez:ing1
and Mechanical Engineeri
Perm State University
University Park, PA 16802

SUMMARY /OVERVIEW:

A combined experimental, analytical and computational program is underway to control
and enhance the mixing of two supersonic streams. The experimental program imvolves
both high Reynolds number studies of an axisymmetric shear layer and low Reynolds
number studies of a two-dimensional shear layer. The analysis is based on the
importance of large-scale coherent structures, modeled as instability waves, on the
mixing process. Various mixing enhancement strategies are planned including acoustic
shear layer excitation, shock shear layer interactions and periodic spatial forcing
with Mach waves. The goals of this research are to gain a better understanding of the
physics of supersonic mixing and to develop effective methods for supersonic mixing
control and enhancement.

TECHNICAL DISCUSSION

The majority of the research this year has concentrated on describing the
unforced shear layer. The high Reymnlds mmber experiments have studied a helium-air
mixing layer in a Mach 3 freestream. The low Reynolds number facility is in the final
stages of construction. The analysis presented last year has been extended to
compressible flows and axisymmetric layers.

I. High Reynolds Number Experiments (G. S. Settles)

As described in last year's abstract, an axisymmetric compressible mixing layer
is being used to study the possibility of mixing enhancement and control by the
manipulation of large-scale turbulent structures. Initial experiments have been
conducted using an axisymmetric helium-air mixing layer in the supersonic wind tunnel
facility of the Penn State Gas Dynamics Laboratory. This mixing layer is generated by
injecting a helium stream through a swept strut into a cylindrical centerbody mounted
along the wind turnel axis. The 12mm dia. centerbody terminates in a replaceable,
converging-diverging method-of-characteristics nozzle,

In principle, both the resulting helium stream and the wind tunnel freestream may
be varied independently over the range of Mach 1.5 to 4.0. However, available
pressure ratios and practical areas ratios for the axisymmetric nozzles limit this
range somewhat. To date, all tests have been conducted with the wind tumel
freestream (air) at Mach 3, while the axisymmetric helium stream was injected at Mach
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2.4, 3.5 and 4.3. (These cases were all chosen to yield theoretical comvective Mach
numbers above unity.) Both streams had near-ambient stagnation temperatures and
stagnation pressures ranging from 7 to 24 atm in order to achieve a static pressure
match for the various Mach number combinations studied. The typical mixing layer
thickness ir the region of observation was 3 to 4 mm.

Before attempting to manipulate the turbulence in this compressible mixing laver.
we felt it necessarv to first study its structure and phenomenology. Accordingly,
high-speed schlieren observations have been made with a camera which uses the Cranz-
Schardin principle of optical image separation. This camera takes 8 schlieren frames
with a user-selectable interframe time interval from 0.1 us to 0.1 sec. For present
purposes a 10 us interval, corresponding to an effective 100kHz framing rate, was
found most appropriate. About 20 8-frame ensembles were shot at each of the 3 helium
Mach numbers tested. The axisymmetry of the mixing layer provided a distinct
advantage here, in that individual turbulent structures could be observed on the outer
edge of the layer.

As an example, 3 consecutive schlieren frames from the Mach 3.5 heliumMach 3 air
mixing layer are shown in Figure 1. As indicaced in the photographs, a particular
turbulent structure on the outer edge (air side) of the shear layer can be followed
from frame to frame. The 10 us time separation between frames and the distance
travelled by the large-scale structure in this example yield a measured corvective
velocity of about 650 m/s. This is quite close to the velocity of the outer airstream
(620 m/s), bur far from that of the immer helium stream (1530 m/s). This trend is
also seen in the other high-speed schlieren frames analyzed thus far.

For this example, the corresponding convective velocity from the isentropic
theory is 945 m/s, much higher than what is actually observed. This discrepancy
between the prevailing theory and experimental results has also been observed in
planar mixing layers by Papamoschou(1989). It indicates that the actual phenomercn of
large-scale turbulent motion in compressible shear layers is not properly described
isentropically, and that an improved theoretical framework for convective Mach number
is called for. The agreement of our results with those of Papamoschou(1989)
strengthens this conclusion and also indicates no fundamental difference between our
axisymmetric mixing layer and his planar case.

Qualitatively, the high-speed schlieren results show a mixing layer containing a
broad range of turbulent scales (not unexpected at high Reynolds numbers). Large-
scale coherent structures are imbedded in finer-scale "noise" and are not always
identifiable. Both optical and digital image processing will be brought to bear on
this problem in our continuing work. The collective observation from the results thus
far is that the large scales are definitely evolving (changing shape) within o 70 s
viewing "window." Whether or not this evolution irvolves classical vortex pairing is
not obvious from the results to date.

In the near future we plan to use laser-beam deflectometry to obtain frequency
spectra of the turbulence in our axisymmetric mixing layer. laser-light-screen
imaging will also be applied in an attempt to gain a better phenomenological view of
the large-scale structure behavior. Having characterized the frequencies of these
structures, we will then attempt to control the compressible mixing layer by "pumping"
ic with energy at these frequencies. Several schemes are in mind to accomplish this,
including acoustic pumping and unsteady shock-wave motion. The effect on the overall
mixing rate will be assessed both by optical observation and by probe surveys.
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S~
Fig.l a-c. 3-Frame High Speed Schlieren Sequence Showing Motion of Large Scale
Structures in Helium/Air Mixing Layer. Mye=3.5, Mpj,=3.0, At=1Ous.

II. Low Reynolds Number Experiments (D. K. McLaughlin)

During the past year the activity on this project has focussed on the final
detailed design and fabrication of the low Reynolds number, two stream, supersonic
shear layer facility. (See schematic diagram in Figure 2). Except for some of the
instrumentation components, such as the probe traverse, the detailed design is
virtually complete. The double sliding block nozzle system has been designed and
fabricated using a CNC Mill. The test section shell has been fabricated ard assenbled
(that includes the supersonic nozzles). The diffuser section has been fabricated.
The vacuum pump and main vacuum tank are on hand, the secondary vacuum tank has been
ordered; delivery is expected within 6 weeks. All vacuum piping, valves and
controllers have been procured.

The computerized data acquisition system has been procured and facilicy
monitoring and instrumentation data acquisition programs are being written. During
the summer we will be assembling all purchased and fabricated components and
conducting shakedown tests of our facility. These early experiments will include
pitot pressure surveys and schlieren flow visualization of the shear layer, in a
variety of combinations of Mach numbers of the two streams. The highest Mach number
of the fast stream will be M = 4. The variation in spreading rate with Mach number
combinations will be established at low to moderate Reynolds numbers.

Following the pitot pressure measurements, hot-wire surveys will be made to
establish the characteristics of the large scale instability structure. Direct
comparisons will be made with predictions of growth rates, etc., being made in the
computation portion of this program. Comparisons will also be made with the high
Reynolds number axisymmetric shear layer experiments.
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III. Analysis and Computations (P. J. Morris)

In last year's abstract we presented a prediction scheme for two-dimensional
shear layers where the large-scale coherent structures were modeled as instability
waves. We also implemented the sub-harmonic evolution model to provide a single
realization of the flow. There have been several extensions to this analysis.

The effects of compressibility have been included and predictions made for the
spreading rate of two comp-essible shear layers. So far, only shear layers with
subsonic convective Mach numbers for the instability waves have been considered. The
agreement between prediction and experiment is very good. In addition we have extended
the formulation to consider axisymmetric shear layers. This will provide the
opportunity to determine the difference between the plane and axisymmetric shear
layers and to compare with the axisymmetric shear layer experiments.

In addition to the sub-harmonic evolution model we have developed a model that
describes the evolution of the wavenumber/frequency spectrum of the turbulence at the
large scale. An initial "whit: noise" spectrum is introduced at the splitter plate and
the spectrum is proposed to develop according to quasi-linear theory for each of the
spectral components. Once again the predicted growth rate of the shear layer agrees
well with experiments.

At present we are using the predictions of the large-scale unsteady flow field to
determine the effects of compressibility on the turbulent structure. We are also
extending the two-dimensional shear layer calculations to the supersonic convective
Mach number range.

Reference:

Papamoschou, D., "Structure of the Compressible Turbulent Shear Layer," AIAA Paper 89-
0126, Jan. 1989.
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A REVIEW OF COMBUSTION INSTABILITIES IN PROPULSION SYSTEMS

F. E. C. Culick

California Institute of Technology

Abstract

Combustion of reactants in a confined volume favors excitation of unsteady motions over
a broad range of frequencies. A small conversion of the energy released will produce both ran-
dom fluctuations or noise, and, under many circumstances, organized oscillations generically
called combustion instabilities. Owing to the high energy densities and low losses in com-
bustion chambers designed for propulsion systems, the likelihood of combustion instabilities
is high. The accompanying heat transfer to exposed surfaces, and structural vibrations are
often unacceptable. This lecture is a brief review of combustion instabilities in solid propellant
rockets and the three main types of liquid fueled systems: rockets, ramjets, and gas turbines,

including afterburners.

Stability of combustion in a rocket motor was first treated by Malina and Karman in the
late 1930’s. They showed that to achieve stable burning of a solid propellant in a chamber
having a choked nozzle, it is necessary that n < 1, where the linear burning rate is propor-
tional to the pressure raised to the power n. That condition applied to very low frequency
pulsations for which the pressure is nearly uniform within the chamber. While instabilities
were encountered in both solid and liquid rockets in the early 1940’s, extensive attention was
not paid to the problem until after World “Var II. By 1950, instabilities had been encountered

in all types of propulsion systems.

It is perhaps not surprising that until fairly recently, there has traditionally been rela-
tively little communication between the communities of people concerned with combustion
instabilities in the different systems. That situation has changed markedly in the past decade.
Beginning in the early 1980’s, increased concern with instabilities in dump combustors design
for use in ramjet engines attracted the attention of many investigators who had previously
been working primarily on solid rockets. Within the past two years or so, proposed devel-
opment of new liquid rockets for the Advanced Launch System has further encouraged this

trend.

One of the purposes of this lecture is to emphasize the common aspects of combustion
instabilities found in the various systems. The chief physical reason for this property is that

in all cases we are dealing with the excitation of acoustical motions by head addition or
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by coupling between the unsteady motions and the average flow field. Thus it is possible
to devise an analytical framework in which all cases may be accommodated. Differences in
detail — which indeed can be significant - arise with differences in geometry and the fashion in
which the reactants are introduced. Thus the essential mechanisms causing instabilities may
be quite different. Nevertheless, appreciation of the more universal features is important to a

sound understanding of the general problem.

Experimental results will be cited to support the development and conclusions of the for-
mulation, but the emphasis here is on theoretical work, of which there are two sorts: analytical
and numerical. By “numerical”, we mean here results obtained by numerical solution of the
partial differential equations governing the behavior of the system - that is, application of
methods of computational fluid dynamics. Presently it is not possible to progress with exact
formal analysis of those equations; “analytical” therefore implies some sort of approximate
method. Both approaches are essential to a thorough treatment of instabilities: in this lecture
we shall concentrate on approximate analysis, with only occasional reference to numerical
results. The use of computational methods for treating problems of combustion instabilities

is not widespread or highly developed.

The phenomena to be treated are extremely complicated, involving unsteady gas dy-
namics and the combustion of reacting flow systems which themselves cannot be described
theoretically in all necessary detail. Hence the development of analytical methods must be
guided at all stages by observational results. The theory is substantially a vehicle for or-
ganizing and interpreting experimental results. It is not possible to predict accurately the
occurrence of instabilities from first principles. Nevertheless, with judicious melding of the-
ory, measurements, and observations, we can construct a framework that provides the basis
both for understanding the general behavior and for formulating simple statements succinctly
summarizing the general characteristics. For practical purposes, achievements of the theory
consist mainly in the ability to analyze, understand, and predict trends of behavior. The
influences of geometrical characteristics and combustion processes can be assessed, but in any

event some experimental data are required to provide quantitative results.

Owing to the semi-empirical nature of the theory, comparison with experimental results
does not afford a sufficient basis for confirming the validity of any approximations. Thus an
important function of numerical methods is to provide a means for checking the accuracy of
approximate methods. Some recent results are given for elementary problems arising in solid

propellant rockets.

The lecture will include a survey of the mechanisms that have been proposed during the
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past fifty years to explain combustion instabilities in liquid and solid-fueled systems as well

as summaries of the various analytical methods.




A PERTURBATION STUDY OF ACOUSTIC PROPAGATION
IN A LOW MACH NUMBER SHEAR FLOW

(AFOSR Grant No. 89-0023)

Principal Investigator: David.R. Kassoy

Mechanical Engineering Department, B-427
University of Colorado
Boulder, CO 80309

SUMMARY:

This study is focused on evaluating earlier work on acoustic wave propagation in shear flows.
Traditional analyses are reformulated in terms of more formal perturbation methods, in order to
be certain about the parameter ranges for which the solutions are valid. It is demonstrated that,
(1) the refraction of traveling acoustic waves in a shear flow is strongly dependent upon the wave
frequency, the wave amplitude and the mean flow Mach number; (2) the nonlinear effects are
always weak; and (3) the earlier studies are valid only under limited conditions.

AUTHORS: Meng Wang and D.R. Kassoy

TECHNICAL DISCUSSION

Mathematical models for acoustic propagation in shear flows are traditionally formulated by a
linearization technique (Pridmore-Brown, 1958, Mungur and Gladwell, 1969, Hersh and Catton,
1971). The linear acoustic wave equation for propagation in a fully-developed duct flow is given
by

1 oM
P =(1- M?*)psz + pyy - Pt 2pocoM, v, (1)
0

where u, v, and p are acoustic horizont ' velocity, vertical velocity and pressure, respectively.
The sound speed of the mean state (py, po, To) is ¢g, and M = M(y) is the mean flow Mach
number. Both asymptotic and numerical solutions are obtained for unidirectional traveling waves
in the above mentioned studies. When a plane wave travels downstream in a rigid-walled rectan-
gular duct, the pressure distribution in the duct is severely distorted, and the acoustic pressure
at the wall may reach very high values relative to that at the flow centerline. This phenomenon
has received considerable attention in recent years due to its relevance to gasdynamic processes
in rocket engines. Baum and Levine (1987) argue that the refraction-induced acoustic pressure
enhancement or reduction on the solid propellant surface tends to alter its combustion charac-
teristics. They conducted extensive numerical investigations of acoustic refraction phenomena
based on Reynolds-averaged Navier-Stokes equations for compressible turbulent flow. The tran-
sient response of the gas to acoustic excitation at the inlet of the duct flow is considered. Results
are compared qualitatively with those obtained by Pridmore-Brown and the other investigators
mentioned above. A reduced refraction effect is observed in the numerical study, which is thought
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to be attributable to nonlinear processes. However, the comparison is of limited value because
the initial-boundary value problem considered by Baum and Levine is substantially different from
the earlier work.

The goal of the present study is to gain more physical insight into acoustic refraction modeling
bv using a svstematic rational approximation procedure. By examining the physical restrictions
underlying the existing solutions, a common and consistent basis can be established for compar-
isons among those solutions. The parameter ranges for their validity are found. Results related
to solid rocket engines are sorted out and analysed. This initial analvsis is based on a laminar
flow model for a viscous, heat conducting fluid. The concepts involved will be equally useful in
gaining understanding of turbulent flows.

The complete dimensionless equations describing the compressible fluid motion in a planar
duct can be written in the form,

p=pT, (2)
pe = M (pu): + (pv)y] =0, (3)
8 I D= 1 1 . iQZ IQZ .

p U~ . (u-u:r: + vuy)l = - 7Tl‘pz: - OR. Uyy 3 Ury ~ 3 Ury | » (4)
,, . 1 1 1 1 }
p‘v! - J‘I(uvz - vvy)J = - 7“192py - QRC (sz:: - Evyy - Suzy) + (Q)

piFe = M(uT, + vTy)] = —M(y - 1)p(uz ~ vy)
7 . 02 2 @
- Ty + Tz ) + M —,
QP,RC( w ) QR. (6)

where for convenience the thermophvsical properties are assumed constant. The nondimensional
variables are defined in terms of dimensional quantities by

(pl, pl’ TI) W o' ¢ z' yl
. 7 = —_— = —, V= —, t= —, 2= —, = = T
oD = Ty T T TR T e @

where pj), pg, and T are thermodynamic properties of the gas at mean state, d' is the half width
of the duct and U the mean velocity at the centerline. We will concentrate on acoustic waves of
frequency w' traveling in the x-direction, so that the inverse of w' can be taken as the characteristic
time of the system. t = 1/w'. The other two characteristic variables are given by 2%y = ¢'/u'
and vy = Mu'd". The key parameters in (2)-(6) are:

Moo= U/, the mazimum mean flow Mach number; (8)
R. = dd'//, the acoustic Reynolds number: (9)
n = Jd/c. the normalized azial acoustic frequency. (10)

It should be noted that MR, = R,, the mean flow Reynolds number. Solutions are sought in the
limit when R, — oc and M — 0.

As in previous studies, the basic steady flow in the duct is assumed to be fully-developed.
On the length scale zly the variation of p is negligibly small. The acoustic part of the Navier-
Stokes equations in (2)-(6) is obtained by filtering out the mean flow equations. Since the acoustic
Revnolds number is in general very large, it is observed from (2)-(6) that except for the extremely
thin acoustic boundary lavers adjacent to the solid surfaces, the wave motion in the core region
is basically unaffected by transport effects. An O(¢) acoustic velocity is used to disturb the fully-
developed flow, and it is shown that the thermodynamic variables are always O(Me). Thus if




u=U(y)+¢cu, v="2co, then¥ =1+ (Me)\il where ¥ = (p,p,T). The continuity equation (3)
can be rewritten in terms of acoustic variables as

pe + tz + vy + MU(y)pz + Me{(p1)s + (p0)y) = 0. (11)

The momentum and energy equations are treated in the same way. From these equations one
finds three distinct classes of acoustic motion in the core region:

1) 1 > M > O(e); in the limit ¢ — 0 M is treated as a constant, although it may be a
small number. Since the effect of shear flow is retained in the leading order acoustic equations,
strong acoustic refraction is expected. A combination of (11) with the corresponding momentum
equations generates a leading order acoustic equation equivalent to (1). Thus one concludes that
the previous analvses by Pridmore-Brown (1958), Mungur and Gladwell (1969), and Hersh and
Catton (1971) are formally valid only for extremely small amplitude acoustics. These acoustic
disturbances are too weak to be of relevance in rocket engine gasdynamic problems.

2) M « O(¢); the basic acoustic equation describes wave propagation in a uniform field be-
cause the characteristic shear flow is so small. Acoustic refraction is observed only as a higher
order effect.

3) M = Ofle). This is the case most frequently encountered in an operating solid propellant
rocket motor, which typically has an axial Mach number of O(0.1) and a pressure oscillation
of 1-2% of the mean value. Numerical studies by Baum and Levine (1987) are also concerned
with this regime. We adopt Pridmore-Brown'’s solution form for traveling acoustic waves, p =
F(x,y)e'"*%) and seek plane-wave mode solutions. Both x and the amplitude function F are
expanded in terms of M. The boundary conditions are determined by requiring the vertical
acoustic velocity to vanish at the wall (y=1) and the centerline of the flow field (y=0). It is found
that when the wave frequency 2 < O(1),

F

i

1+ M(20%) [/0” A" U(€)dédn - 2;/01 U(y)dy] - O(M?),

H

1
K o= 1- M/O U(y)dy + O(M). (12)
The above solutions agree with Hersh and Catton’s (1971) perturbation results to O(M). This
shows that the ad koc type of linearized solutions in the earlier literature are also valid to O(M),
for the case when ¢ = M. They are not valid at the next order, because nonlinear terms of O(M?)
(cf. Eqn. (11)) are not included.

Equations (12) show explicitly the frequency dependence of the acoustic pressure distribution
across the duct. The refraction induced pressure variation appears as an O(.\) correction term,
which increases with increasing frequency of axial acoustic waves. For low frequency waves the
refraction by the flow gradient becomes quite negligible. In a typical rocket motor of diameter
d' = O(1m), acoustic velocity ¢ = O(10°m/s), and axial acoustic frequencies in the range 100-
2000H z, the values of () are of order unity or less. The acoustic pressure distortion is small in
general. Large refraction effects have been reported in the earlier literature for different parameter
value ranges. v

Asymptotic expansions in (12) become nonuniformly valid when 02 ~ O(M~!). In this high
frequency limit the problem is reformulated by using a scaled frequency, 1 = M1/2Q. The x and
F functions are shown to be F(k.y) = Fy(k,y) + O(M) and x = 1 + M«k,, where F, and x; are
determined from the following eigenvalue problem,

d*Fy

G = Wk UWIFs R = F)=o. (13)
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Obviously the acoustic refraction is greatly enhanced for higher frequency waves, as it sow appears
at the leading order term. Eqn. (13) is similar to but considerably simpler than the characteristie
equation for wave amplitude in the earlier literature (e.g., Equ. (7) in Pridmore-Brown’s study,
1958). The latter is in fact not self-consistent when it is applied to the current situation (¢ = M),
because it contains higher order linear terms while ignoring nonlinear terms of the same order.
One important conclusion from our analysis is that nonlinear effects are aiways negligibly
small during the low Mach number mean flow-acoustic interactions. The discrepancy between the
classical linear acoustic theory and the numerical and experimental studies indicated by Baum
and Levine (1987) may be caused by differences in flow conditions, especially the sensitive physical
parameters such as the mean flow Mach number, the wave amplitude and the wave frequency.
The perturbation technique is also applied to study the thin acoustic boundary layer near the
solid wall at y = 1. The boundary layer thickness is found to be § ~ (RR.)~%/3, or §' ~ (' /u)}/3
in dimensional terms. If the acoustic variables are scaled properly, (2)-{6) can be simplified to

B=p+T,  AtGatin=0, o= —py+ lnm

o =0, Ty = —(7 - 1)(fis + B) + %;1",,,,, (14)

where n = (1 - y)/§ is the stretched boundary layer coordinate pointing away from the wall. The
tilded acoustic quantities are defined by

u=Ma, o=-(Més, p=1+M3p, p=1+M>yp T=1+MT. (15)

The acoustic pressure is seen to be uniform across the boundary layer, equal to that at the edge
of the layer. The viscous and thermal dissipation effects are responsible for acoustic energy losses.
Eqns. (14) must satisfy no-slip condition and appropriate thermal conditions on the duet wall. The
mean flow effects are exerted through the core solutions, that must be matched at the outer edge
of the boundary layer. In particular, the equation for the horizontal acoustic velocity is decoupled
from others because p ~ p(z,t,y — 1) is known. A separable solution form for traveling waves,
compatibie with that in the core, can be obtained:

Our analysis shows that in a quasi-static oscillatory acoustic system, the acoustic boundary
layer is of constant thickness, and a self-similar horizontal velocity profile exists across the layer.
The variation of boundary layer structure and the formation of new boundary layers observed by
Baum and Levine (1987) are possibly only transient phenomena, of importance on the very short
time scale for which their initial-boundary value problems are solved.
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NUMERICAL INVESTIGATION OF ENERGY EXCHANGE MECHANISMS

BETWEEN THE MEAN AND ACOUSTIC FLOW FIELDS
IN SOLID ROCKET COMBUSTION CHAMBERS

Principal Investigator: Dr. Joseph D. Baum
Science Applications International Corporation
McLean, YA 22102

SUMMARY:

This research effort is directed at understanding the energy exchange mechanisms
between the mean and the acoustic flow fields in a solid propellant combustion chamber.
A numerical investigation is conducted in which acoustic wave propagation in a tube in
which the mean flow is injected through the lateral boundary, simulating the flow in a
solid propellant rocket combustor, was modeled (Fig 1). The time-dependent compressible
Reynolds-averaged Navier-Stokes equations were solved using a non-iterative Linearized
Block Implicit scheme. Acoustic waves were initiated at the upstream boundary as down-
stream traveling compression waves. The traveling waves initially traversed the injection
zone and then the hard wall zone of the tube. The computations utilized three different in-
jection Mach numbers, simulating three different propellant burn rates, and three different
acoustic wave frequencies.

Complex wave evolution phenomena were demonstrated as the wave propagated down-
stream near the injection surface. The acoustic signal propagated faster inside the acoustic
boundary layer than outside. Consequently, the axial acoustic velocity transition near the
injection surface occured ahead of the transition outside the acoustic boundary layer,
demonstrating a continuously varying phase relation between the axial acoustic velocity
and the acoustic pressure near the injection surface (Fig 2). This phase difference varied
with both injection Mach number and acoustic wave frequency. To complicate matters, it
was shown that the flow in the acoustic boundary layer changed significantly with propa-
gation distance from the upstream boundary (Fig 3). It is noted that the flow inside the
acoustic boundary layer is controlled by the interaction between the mean and the acoustic
flow fields, and that the mean flow varies with distance from the upstream boundary. It is
thus concluded that a proper simulation of the interaction between the flow in a combustor
and the combustion of the solid propellant, the so called velocity coupling effect, requires
the coupling of the instantaneous local flow field with the propellant combustion model.
The temporal and spatial evolutions of both the mean and the acoustic flow fields must be
properly included. Thus, averaged or linearized models that do not model these processes,
would yield erroneous solutions.

The rms acoustic boundary layer thickness at the same wavelength distance from the
upstream boundary increased with blowing rate and decreased with frequency. The large
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variation in acoustic boundary layer thickness (rms) as a function of propagation distance
from the upstream boundary and the local mean flcow demonstrate that it is impossible to
obtain a unique acoustic boundary layer thickness value for any of these flows. Instead,
it is necessary to compare acoustic boundary layer thicknesses under identical mean flow
conditions.

The instantaneous axial acoustic velocity contours demonstrated significant mean ve-
locity shifts that resulted in distortion of the initially harmonic acoustic signal. In addi-
tion, examination of the time averaged solution demonstrated large vorticity production
and acoustic streaming phenomena. Results obtained demonstrated that while the instan-
taneous vorticity produced eddies near the wall which followed the local radial derivative
of the axial acoustic velocity, the time averaged vorticity contours exhibit eddies which
correspond to the interaction of the acoustic flow with the highest shear zones of the mean
flow.

Finally, the time averaged axial energy flux values were integrated over radial planes
to calculate the axial dissipation of acoustic energy as the wave propagated over the in-
jection zone. The results demonstrated higher energy dissipation rates for upstream wave
propagation than for downstream propagation, increased dissipation with frequency and
with injection rates through the lateral boundary (Fig 4), and decreased dissipation rate
with axial propagation distance (Fig 5). The results also showed that these higher dissipa-
tion rates resulted mainly due to higher viscous dissipation within the acoustic boundary
layer, helping to pinpoint the source of the flow turning loss mechanism.
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FLAME-ACOUSTIC WAVE INTERACTION DURING AXIAL
SOLID ROCKET INSTABILITIES

(AFOSR Grant/Contract No. AFOSR-84-0082)

Principal Investigators: B.T. ZINN, B.R. DANIEL
and U.G. HEGDE

SCHOOL OF AEROSPACE ENGINEERING
GEORGIA INSTITUTE OF TECHNOLOGY
ATLANTA, GEORGIA 30332

Summary/Overview:

The objective of this study is to develop an understanding of the funda-
mental mechanisms through which axial instabilities in solid propellant rocket
motors are driven by gas phase processes in the rocket combustion chamber.
Laboratory simulations of unstable solid rocket motors, in which premixed and
diffusion flames stabilized on the side wall of a duct are exposed to axial
acoustic oscillations, have been investigated. To date, the manner in which
the stabilized flames drive the acoustic oscillations has been clarified and
theoretical models of this interaction have been developed. Future studies
will investigate the effect of flow turning on the axial instabilities and
determine its importance relative to the flame driving processes.

Technical Discussion:

Flow processes which occur near a propellant surface during unsteady
burning are shown in Fig. 1. During an instability, unsteady heat transfer
from the gas phase flame to the solid propeilant results in an unsteady '
pyrolysis of the solid propellant. The latter produces an oscillatory flow
rate of pryolysis products which burn in a gas phase flame next to the propel-
lant surface. The gas phase flame generally includes features of both pre-
mixed and diffusion flames. The velocity of the combustion products is, in
most cases, almost completely radial. However, as these gases approach the
combustor core flow, their flow direction changes from radial to axial.

The onset and maintenance of an axial instability depends upon the inter-
action between the acoustic motions and the above described processes. Th
gas phase flame drives the instability according to Rayleigh's criterion;
that is, unsteady heat release in phase with the acoustic pressure oscilla-
tions Eeeds energy into the acoustic motions. On the other hand, it has been
argued™ that flow turning would damp the instability since the unsteady axial
momentum acquired by the gases, which leave the flame radially, is supplied by
the axial acoustic field.

The present research program is concerned with elucidating the fundamental
mechanisms involved in these driving and damping processes. Conceptually, the
program may be divided into three parts. The first two parts deal with the
problem of instability driving/damping by the gas phase flame, and the third
part deals with the problem of fiow turning. It has been noted that the gas
phase flame has both premixed and diffusion flame characteristics. Therefore,
Phase [ deals with premixed flame - acoustic waves interaction and Phase II is
concerned with diffusion flame - acoustic waves interactions. To date, the
investigations under Phase I have been completed and the Phase Il investiga-
tions are near completion. Phase III will commence shortly.




Laboratory investigations of these interactions have been studied in the
specially developed experimental set up, see Fig. 2. It consists of a rectan-
gular duct with a burner Tocated on one of the side walls. The figure depicts
the diffusion flame burner used for the Phase II studies. For Phase [ inves-
tigations, a premixed flat flame burner was employed. Ouring an experiment,
the acoustic drivers excite an axial acoustic wave of desired frequency and
amplitude in the duct. The interactions of the diffusion flames with the
excited sound wave are then investigated.

Experimental efforts have included high speed cinematography, optical CH
radiation and temperature measurements and LDV velocity measurements. These
measurement systems have been utilized to determine the flame shapes, heat
release rates and velocity field under a variety of excitation conditions. In
addition, theoretical models of the . unsteady flame behavior have been
developed. The premixed fiame (Phase 1) studies have been described in detail
in earlier reports”; here, the studies conducted to date with the diffusion
flames are summarized.

A schematic of the developed diffusion flame is shown in Fig. 3. Fuel and
oxidizer are injected through alternate slots and diffuse towards each other.
A diffusion flame is formed at approximately the stoichiometric surface. The
sidewall location is defined by Y=0 and the flame height is denoted by Y= Yf.

From high speed shadowgraph visualizations, it was determined that the
diffusion flames oscillate axially under the influence of a longitudinal
acoustic field and the frequency of oscillation coincides with the frequency
of the excited wave. Measurements of the CH radiation emitted by the flames
have also been made as they are indicative of the heat release rates.
Initially, the overall heat release rate oscillations were measured by measur-
ing the CH radiation from the entire flame. It was found that the phase of
the heat release rate with respect to the pressure oscillations was frequerncy
dependent. Using Rayleigh's criterion, it was then shown that the flame
driving/damping is also frequency dependent.

Next, the radiation from thin "slices" of the flame parallel to the X-axis
(see Fig.3) was measured to determine the spatial distributions of the heat
release rate. For example, Fig. 4 plots the real part of the cross spectrum
between the radiation and pressure oscillations from thin slices of the flame
at different Y locations for an excitation frequency of 500 Hz. When this
quantity is positive, the unsteady neat release rate feeds energy into the
acoustic motions and vice versa. Therefore, it may be seen that different
regions of the flame may either drive or damp the oscillations.

Similar results have also been obtained from the developed theoretical
model. It is based upon a modified Burke-Schumann type of analysis and it has
also shown that different regions of the flame may either drive or damp the
acoustic oscillations. This is described in Fig. 5. The plot shows the
computed values of the real part of the cross spectrum between the normal
velocity fluctuation, v', and the pressure oscillations, p', summed over the
axial (X) extent of the flame region for different Y locations for simulated
excitation conditions. In regions where this quantity increases (i.e., its
slope with respect to Y is positive), energy is fed into the axial acoustic
oscillations and vice versa.

160




Current studies are aimed at validating the model by comparing its predic-
Subsequently, the effects of flow
turning on th2 axial instabilities will be investigated.

tions with experimental observations.
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FRACTAL IMAGE COMPRESSION OF RAYLEIGH, RAMAN,
LIF AND LV CATA IN TURBULENT REACTING FLOWS

(AFOSR Contract No. 88-0001)
Principal Investigators: W. C. Strahle and J. [. Jagoda

School of Aerospace Engineering
Georgia Institute of Technology
Atlanta, GA 30332

SUMMARY/OVERVIEW

The objective of this study is to increase our understanding of, and to
create a data base for, a complex, reacting, turbulent flow with recirculation.
In addition, it is our goal to develop new methods for analyzing data obtained
in experiments of short run times and with limited data rates. Furthermore, an
analytical model of the flow field is being developed and compared with the
data as they are being obtained. The reacting flow which is being investigated
is that over a backward facing step with fuel injection through a porous plate
which forms the floor behind the step. The diagnostics used include laser
Doppler velocimetry, Rayleigh scattering and Raman spectroscopy. Laser induced
fluorescence measurements will also be carried out. The data are being analyzed
using fractal image compression techniques involving affine maps.

TECHNICAL DISCUSSION

The work under this contract can be divided into three interrelated parts:
1. to generate a data base of velocity, injectant concentration, temperature
and OH radical concentration in a highly complex, turbulent, reacting flow
field, 2. to compare the experimental data with the results from a modified k-¢
model for this turbulent reacting flow and 3. to use fractal analysis to filter
the noise from the data and to interpolate between a limited number of rela-
tively widely spaced (in time) data points.

The need for the first two objectives is self-evident. This flow field was
selected because it is similar to that encountered in the flame stabilization
region of a solid fuel ramjet. However, the solid fuel has been replaced by the
injection of hydrogen through the porous plate in order to generate the "clean"
flow field necessary for optical diagnostics.

The need for the third objective arises when data can only be obtained at
a finite rate for a limited time. This issue becomes critical if the time
interval between data points exceeds the shortest characteristic time of the
flow. The problem is further complicated if the treatment of joint properties
of data is required. Such circumstances exist in the present investigation. The
data rate of the Raman experiment is limited by the maximum firing rate of the
pulse laser (5Hz). The rate is further decreased for simultaneous velocimetry -
Raman measurements since laser triggering must await the arrival of a seed
particle in the test region. In addition, run times are limited to a few
minutes in order to avoid buckling of the porous plate in the presence of the
high temperature flow. Nevertheless, a large number of data points are required
at each location in order to fully characterize this highly turbulent flow
field. A fractal reconstruction of the variation of the measured quantities
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from a limited number of measured data points would, therefore, be of great
assistance. Since covariances of different properties are also required to
fully describe the flow, this problem lends itself to a full treatment of
fractal reconstruction.

Velocity, concentration and their covariance in the cold (i.e. non react-
ing) flow were measured using combined LDV - P:yleigh scattering during a
previous contract. During this time, a modified k-¢ code was developed which
was used to predict the flow field. Good agreement was obtained between the
theoretical and experimental results. The results of this work were published
in the open literature.

During the early stages of the present contract the measurements of
covariance of velocity and concentration in the cold flow were improved and
completed. In addition, preliminary velocity measurements were carried out in
the axial direction of the flow field with combustion. Furthermore, the Raman
system was readied for operation. On the theoretical side, work on the reacting
turbulent flow code with finite reaction rates was continued. The results of
this model were compared with the experimental data and with visual observa-
tions. Unfortunately two serious discrepancies were noted:

- the model predicted a shortening of the recirculation region upon the
introduction of combustion while a lengthening was actually observed and
measured.

- the model predicted a flame region close to the porous floor while a flame
attached to the 1ip of the step was actually observed.

Additional work on the model was, therefore, called for.

ODuring the first year of the present contract fractal based techniques
were developed to interpolate between sparse data points in order to provide
improved information on moments of pdf's. During the current year these
techniques have been refined and applied to many data sets. An example of a
fractal reconstruction of decimated data from a Rayleigh scattering measurement
is shown in Fig. 1. Excellent results have been obtained when neighboring data
points have some correlation with each other. However, when dealing with a
Raman trace of uncorrelated data points, good results are not obtained. The
root cause of this probiem has been investigated and is believed to lie in the
self-affine nature of the fractals used. That is, in Fig. 1 a magnified piece
of the fractal fit is shown, and it contains some high frequency information
which cannot exist on the true data trace. Its origin is in the mathematical
mapping procedure used. Current work is attempting to overcome this problem by

use of a more powerful technique known as hidden variable fractal interpola-
tion.

Also accomplished during the past year was an investigation into the
fractal character of the data traces used. Invented was the multifractal pdf
which inquires into the distribution of fractal dimensions along a data trace.
This information was compared with the multifractal spectrum, generated by
inquiring into the generalized dimensions of the data traces. [t was concluded
that the multifractal pdf has some use in filtration of data but that the
multifractal spectrum is not a particularly useful tool for gaining insight
into the physical origin of the data.

Ouring the current contract year the turbulent reacting flow field was
mapped using Raman scattering. In addition, vertical mean velocities and
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turbulence intensities were measured at different locations in the reacting
flow. Hydrogen is used as a fuel since it results in a more one dimensional
flame. In addition, hydrocarbon flames would emit a complicated spectrum, parts
of which are known to interfere with the Raman Stokes and Anti-Stokes lines.
The fuel flow was diluted with argon. In this way, the local nitrogen concen-
tration in the flow field is indicative of the fraction of gas at that point
which originated from the air inlet, i.e. of the degree of mixing.

The intensity of the rotational Stokes line of nitrogen was measured at
different locations in the flow. This intensity is proportional to the number
of nitrogen molecules in the test volume. The number density of nitrogen
molecules is determined by two factors: 1. the local mixture fraction of
nitrogen originating from the flow through the inlet and 2. the local tempera-
ture. In order to differentiate between the two effects, the argon diluent was
replaced by nitrogen. Preliminary tests have shown that this did not measurably
change the distribution of the nitrogen Stokes Tline intensities. It seems,
therefore, that the observed changes in the number densities of nitrogen are
predominantly due to the effects of temperature. For this reason, the results
of the Raman Stokes measurements are presented in terms of temperature changes
in this report.

Representative samples of the Raman results are shown in Fig. 2. The
vertical distributions of mean temperature at various axial locations indicate
the flame front (i.e. region of maximum temperature) is generally positioned
about one half of one step height above the porous floor. This is in good
agreement with visual observations but, as mentioned above, not with the
results of the model. In addition, the mean temperature in the recirculation
region becomes quite uniform in the downstream direction. At this particular
station in the tunnel, the flame may have ceased at seven step heights down-
stream of the step. The vertical distributions of the RMS values of the
temperature fluctuations at the corresponding axial locations are also shown in
Fig. 2. The magnitudes of these RMS values are related to turbulent mixing of
the cold reactants with the hot products, variations in heat transfer and,
possibly, fluctuations in reaction rates. The regions of maximum temperature
RMS values coincide with the areas of steep temperature gradients near the
upper edge of the flame. In addition, temperature RMS values become quite small
in the post reattachment region.

Vertical velocity profiles at three axial locations are shown in Fig. 3.
Vertical mean velocities are generally downward. This is to be expected since
the flow expands over the backward facing step. However, the relatively large
magnitude of the downward component of the flow near the floor is somewhat
surprising. Also, as expected, the magnitude of the downward component of
velocity immediately behind reattachment is considerably smaller than that in
the recirculation region. The RMS values of the vertical velocities are
greatest in the vicinity of the flame region.

The discrepancies between the results of the model and the experimental
observations were further investigated. Since the model does not account for
heat losses to the floor, it was decided to compensate by slightly increasing
the fuel flow rate. It was determined that if the fuel flow rate is doubled the
flame front does, indeed, jump to the experimentally indicated position. The
nature of this transition is currently being further investigated.
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PLUME TECHNOLOGY
AFOSR Contract 2308/M2

Principal Investigators:  D. P. Weaver and D. H. Campbell*

Astronautics Laboratory (AFSC)
Edwards Air Force Base, California 93523-5000

SUMMARY/OVERVIEW:

Investigations of the flowfield structure inside a rocket nozzle and in plume flow
exhausting into a low density background, and the process of vibrational state relaxation of
rocket exhaust plume effluents is being investigated using a variety of experimental and
theoretical techniques. A high energy atmospheric simulator is also being developed to be
used to investigate the interaction of high speed oxygen atoms with plume gases and
spacecraft materials. A detailed understanding of the important physical processes
responsible for the production of ultraviolet and infrared emission from high altitude liquid
rocket motors 1s the primary goal of these studies. At present, the prediction of plume
signatures relies on empirical assumptions about the flowfield structure and molecular
excitation and relaxation processes. This research is aimed at delineating some of the most
important basic flowfield and collisional processes in rarefied expansion flows.

TECHNICAL DISCUSSION:

In order to accomplish these stated goals, a series of investigation is being carried
out to obtain information on the process of boundary layer expansion from nozzles into a
.»w density background. The expansion of the boundary layer as the flow approaches the
~ozzle lip is a complex gas dynamic problem which can be complicated by the rarefaction
- the flow to densities and temperatures at which the translational mode of the gas can
bccome non-equilibrium. The gas that originates in the boundary layer is the primary
source of flux into the higher angles (>60°) which can (1) interfere with optical detectors on
« spacecraft via radiation in the visible, UV, or IR, (2) contaminate spacecraft surfaces, or
(3) collide with the high velocity freestream species to produce excitation of electronic,

ibrational or rotational molecular energy levels which can then radiate. The chemical state
«f this boundary layer gas will depend critically on the structure of the flowfield inside and
cutside of the nozzle.

An expernimental study is being conducted using a 0° halfangle nozzle (tube) inside a
~ wcuum chamber. Optical diagnostics of the flowfield is being accomplished using the
e ectron beam fluorescence technique. The boundary layer is being mapped at various
positions inside the tube and immediately outside the tube exit plane. These results will be
compared to theoretical predictions of the low, using both continuum Navier-Stokes
techniques and the direct simulation Monte-Carlo technique, which can predict flowfields
when non-continuum conditions apply.

The other primary thrust of this work is an investigation of the process of
vibrational relaxation of plume species in vacuum expansion flows. The basic phenomena
of vibrational relaxation in expansion flows is being investigated via modeling and

* University of Dayton Research Institute On-Site Contractor
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experimental work using free jets. To date, the flowfield and vibrational relaxation process
have been investigated separately. Theoretical Monte-Carlo modeling results of the
flowfield structure inside a stagnation region, out into tubes of various lengths, and finally
in the free jet expansion have shown that the detailed geometry of the stagnaton region and
tube combination can have significant effects on the external flowfield. This is illustrated in
Figs. 1 and 2, in which the velocity profile at the entrance to the orifice tube from the
stagnation region and the total flux out of the orifice are shown for a range of orifice tube
lengths for argon gas. The tube length is seen to have a significant effect on the magnitude
and 2-dimensional profile of the gas velocity.

The vibrational relaxation work has used a rate equation modeling technique to track
the vibrational levels of various gases with various starting population distributions
expanding in a free jet. It has been demonstrated that the final "frozen" vibrational
population distribution of plume gases can be highly non-equilibrium with a large amount
of population in higher vibrational levels. Some of these results are shown in Fig. 3,
where the final vibrational population distribution for a CO isentropic expansion after
collisional relaxation in the vibrational levels has ended is shown for a series of stagnation
densities and excitation positions in the jet (all population is initially in v=1). Experimental
measurements of vibrational level populations of electric discharge heated gases in free jets
are presently being conducted.
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Fig. 1 Radial velocity distribution at stagnation region exit for various orifice tube lengths.
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Advancements in Plasma Propulsion

Robert Vondra
W J Schafer Associates

INTRODUCTION

Applied and self field MPD (magnetoplasmadynamic) thrusters
will be covered in this report. Both thrusters consist of a
cylindrical discharge chamber with a center mounted cathode and
annular anode. Propellant gas is injected through a back plate.
An arc discharge ionizes the gas and a JxB distributed body force
(J is the current, B the magnetic field) provides the
acceleration, although at low currents and high mass flows
electrothermal forces become significant. The magnetic field can
either be externally applied or self generated by the arc
discharge.

Future DOD applications being considered for MPD thrusters
include orbit raising heavy payloads (1l0s to 100s of thousands of
kilograms) from low earth orbit to geosynchronous earth orbit.
100 kW to megawatts of electrical power are required to achieve
transfer times of months. Elect;ic progulsion systems will need
total impulse capabilities of 10’ to 10° N-s. Potential NASA
requirements include multimegawatt cargo vehicle missions from
earth to Mars, earth to Mgogon and Moorn to Mars, with a total
impulse requirement of 108 to 10”2 N-s.

THRUSTER OPERATION

Applied and self field MPD thrusters have been studied for
over 20 years- quite extensively in the 1960s, at reduced levels
in the 1970s and early 1980s, and again more extensively when the
prospects of higher space power levels (10s kW, 100s kW,
megawatts) and energetic orbit raising and planetary missions
became a possibility.

In the electromagnetic mode, thrust is proportional to J2
for self field thrusters, and JxB for_applied field thrusters.
Specific impulse is proportional to JZ/Mdot (self field) and
JxB/Mdot (applied field) where Mdot is the propellant mass flow
rate. In self field thrusters, specific impulse is limited by a
critical value of J“/Mdot called onset, above which arc column
instabilities lead to a significant increase in cathode and
insulator erosion. At low current levels, or more precisely low
JZ/Mdot, where electrothermal forces predominate, the above
expressions for performance do not apply.

MPD propulsion has two foremost loss mechanisms. One is the
anode fall loss and the other is the frozen flow loss. Thruster
thermal efficiency is to first order determined by the relative
magnitudes of the anode fall potential and the voltage across the
plasma, hence efficiency tends to increase with power. Frozen
flow losses include ionization, excitation and thermal losses,
and represent power deposited in the plasma which is not
recovered.
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Applied Field

Applied field MPD thrusters have been operated over a range
of a few 10’s kilowatts to 100 kW+ power levels. The
acceleration mechanism is quite complex, involving components of
the applied magnetic field, self induced magnetic field, arc
discharge current and Hall currents, which excite a number of
thrust modes, including direct axial thrust (blowing), radial
compression of the cathode tip, bulk plasma magnetic swirl, and
electrothermal thrust. Applied magnetic fields enhance
performance. The greatest enhancements occur at the lower power
levels where self induced magnetic field strength is low.
Applied magnetic fields are typically 0.1 to 0.2 Tesla, and
enable low power engines to operate at specific impulses typical
of megawatt level operation, i.e. a few thousand seconds. 1In
some cases 1t has been shown that applied fields improve specific
impulses of MW class engines, but more inforumation is needed to
determine if applied fields are necessary.

A typical performance range for hydrogen applied field
thrusters range from 15% to 40% efficiency and 1500 to 3500
seconds specific impulse at low powers, and to 40% to 70%
efficiency and 3500 to 2000 seconds specific impulse at high
powers. Low powers are 20 to 80 kW, and high powers are 80 to
160 kW. Heavier propellants tend to have lower efficiencies and
lower specific impulses.

Cathode erosion tends to be less of an issue with an applied
field thruster than with a self field thruster because of lower
currents. Also, there is evidence that an applied field enhances
anode life by forcing the current to attach over a more diffuse
region rather than in localized spots. The longest total impulse
demonstrations to date have been 10° N-s for applied field
operation, and 10% N-s for self field. Both performance levels
are several orders of magnitude lower than DOD and NASA
requirements.

Self Field

Self field MPD thrusters run at higher currents than applied
field thrusters, in Srder to generate sufficient magnetic field
strength; thrust ~ J¢. Current levels are typically several
thousands to several tens of thousands amperes and power levels
are several 100s of kilowatts to megawatts. The acceleration
process is less complex .ian in applied field engines. There are
effectively three compon.nts of thrust: direct thrust (blowing)
due to the radial component of current interacting with the self
induced azimuthal B field; radial compression (pumping) of the
cathode tip, due to the axial component of current interacting
with the self induced azimuthal B field; and electrothermal. At
sufficiently high levels of J¢/Mdot, electrothermal contributions
are negligible.

Self field MPD thrusters have operated at a few 100
kilowatts in steady state operation to megaw%tt levels in quasi-
steady operation. At 100 kilowatt levels, J¢/Mdot is low,
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and acceleration changes from electrothermal to electromagnetic,
performance improves. 100 kW operation has typically achieved 15
to 20% thruster efficiency and 1500 seconds specific impulse.
Megawatt quasi-steady thruster operation has demonstrated
efficiencies ranging from 20 to 40% with specific impulses from
2000 to 4000 seconds.

The operational life of self field MPD thrusters remains a
central issue. High discharge currents take their toll on the
cathode, either catastrophically with a cold cathode during
quasi-steady operation, or more benignly with a hot cathode at
thermionic emission temperatures typical of steady state
operation. Ergsion rates in the quasi-steady mode have ranged
from 10° to 10° g/ (kA-khr), and in the steady, hot mode, from 9
to 250 g/ (kA-khr). Assuming a cathode mass of 1500 g, a
discharge current of 10 kA, and cathode failure as 10% mass loss,
the quasi-steady mode can_be expected to operate reliably for no
more than a few hours, 10° N-s total impulse. The steady mode of
operation can be expected to operate reliably for a few hundred
to a few thousand hours, 10’ N-s total impulse. This is within
range of DOD orbit raising applications.

PROGRAMS

The Air Force, SDIO, and NASA have initiated programs to
develop high power electric propulsion. SDIO’s thrust centers on
10 to 100 kW electrothermal arcjet technology. Since that does
not include plasma propulsion it won’t be discussed here. The
Air Force and NASA are also developing arcjet propulsion, but in
addition they are funding high power MPD development.

Air Force

The Air Force’s Astronautics Laboratory (AL) is studying
self field, steady state MPD propulsion at 0.5 MW and higher
levels. This program is a continuation of their previous program
with the University of Stuttgart which examined 100 kW MPD
operation. Stuttgart evaluated different propellants, nozzles,
chamber geometries, mass flow rates, etc, to find a design with
desirable performance. Their work was guided by analytical
models and research conducted by Stuttgart in other programs. At
100 kW levels, MPD performance was not stellar. Efficiency was
15 to 20% and specific impulses were in the mid 1000 to 2000
second range. Stuttgart found that increasing the mass flow rate
and operating at higher current levels had the greatest impact on
performance because electromagnetic thrust contribution became
more significant. The goal of the present program is to
demonstrate performance of 1500 to 3000 seconds specific impulse,
with efficiencies greater than 30%, at powers above 500 kW.

The AL has a program at Princeton University to examine
electrode and insulator erosion behavior using a real time
measurement procedure developed by Princeton called the SILA
(Surface Layer Activation) technique. It accommodates micron
resolution depth measurements. Since Princeton’s MPD thruster is
operated quasi-steady, erosion rates are high compared to
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Stuttgart’s, and probably not representative of megawatt
operation. Princeton is modifying their experiment to
inductively heat the cathode electrode to temperatures
sufficiently high for thermionic emission. Predictions of a
simple erosion model based on evaporative mass loss will be
compared with experimental measurements.

The Air Force Office of Scientific Research funds a number
of programs addressing MPD issues. These are discussed in more
detail elsewhere in these proceedings. Briefly, MIT and RDA are
conducting a theoretical and experimental investigation of the
physical processes in MPD thrusters, specifically ;he effects of
electrode geometry on electrode current concentrations, and a
description of the onset phenomena in terms of anode starvation
and full single ionization of the plasma bulk. Stuttgart is
looking at starting processes in MPD thrusters, an important
consideration since the low pressure environment makes it
difficult to start the engine. 1In previous AFOSR programs,
Stuttgart developed theories, backed by experimental data, of arc
column and arc attachment behaviors and their affects on onset
and electrode mass loss. Ohio State is doing a theoretical study
of MPD erosion, and RDA is studying MPD thrust chamber flow
dynamics.

NASA

NASA’s programs are primarily located at LeRC and JPL. Some
work is funded at other institutions. LeRC and JPL are studying
both applied and self field operation at the several hundred kW
levels.

LeRC is examining the validity of using low power
experiments to understand megawatt level MPD issues. Their
approach is to determine the functional parameters that affect
performance and then establish the relationship of those
parameters to power level. Theoretical considerations indicate
that MPD thruster performance (except for efficiency) is governed
by local plasma and electrode characteristics, and not power.

LeRC 1is conducting applied and self field experiments at the
low hundred kW level. The intent is to measure thrust on a
thrust stand and make life measurements. In addition, LeRC is
developing probe and nonintrusive diagnostics for determining and
understanding MPD physical processes at low and high powers.

LeRC is developing a 2-D steady state, applied or self-
induced magnetic field MPD simulation, adaptable to a variety of
MPD geometries. The code includes viscous effects, and can be
modified to include additional energy loss mechanisms. Ohio
State is developing for LeRC non-intrusive diagnostics for quasi-
steady state thrusters as well as computer codes to explore MPD
physics fundamentals.

JPL has designed and built a subscale self field MPD
thruster which they’ve operated at 60 kW, and will operate up to
250 kW. The goal is to understand cathode and anode erosion of
steady state megawatt MPD operation by replicating pertinent
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physical mechanisms at 100 kW. In addition, JPL is building an
applied field thruster to verify performance and cooling cchemes.
The thruster will be radiation cooled. JPL is developing
diagnostics to measure MPD exhaust velocities and magnetic
fields, and are performing 2-D analysis of cathode and anode
sheaths, and the arc discharge.

Princeton University, MIT, and Stuttgart have established
experiments and analytical techniques for measuring and
understanding the affects of MPD plasma wave instabilities on
performance. Current driven instabilities, typical of
electromagnetic plasma acceleration, strongly influence the
efficiency and lifetime of electromagnetic accelerators.
Turbulence dominates the processes of ionization and heating at
all levels, especially when the plasma is fully ionized. At that
point turbulence and loss processes are accentuated. Turbulence
affects in all ranges of plasmas, particularly partially ionized,
have dramatic implications for the performance of MPD thrusters.
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The objective of this research is to develop an urdsrstanding of the
basic physical processes that control the interaction of plasmas sustained by
laser beams in a flowing propeilant gas. Previous experimental and theoretical
studies have provided a reasonable understanding of these processes in flowing
plasmas sustained by continuous lasers, and have shown that the absorption
efficiency and radiation losses can be controlled through a combination of
optical geometry, pressure and flow configuration. Practical beamed laser
propulsion systems may require laser powers greater than one megawatt, and
current laser development for other applications suggest that lasers capable
of delivering average powers at these levels will be free electron lasers
(FEL). The power from these free electron lasers will be pulsed, rather than
continuous, and we have successfully sustained quasi-steady argon plasmas
using the RF Tinac free electron laser at Los Alamos National Laboratory
(LANL). Although laser breakdown of argon was readily achieved, we were unable
to obtain breakdown in either hydrogen or nitrogen.

In a plasma sustained by the abscrpcion of power from a continuous laser,
the power is absorbed primarily through inverse bremsstrahlung (free-free
transitions in the electrons). The electrons are maintained in local thermo-
dynamic equilibrium by electron-electron and electron-ion collisions, and the
absorption coefficient can be accurately predicted using the Kramer-Uns8ld
theory. In free electron lasers, the pulse duration may be as shcrt as a few
picoseconds; a time similar to the electron collision time. Under these
conditions it is unlikely that the electrons will maintain a Maxwellian
distribution, and the absorption predicted by the Kramers-Uns81d theory may no
longer apply. After the pulse terminates, the plasmz will begin to decay from
its nonequilibrium state through radiative and coilisional processes, and may
approach a local thermodynamic equilibrium prior to the arrival of the next
pulse. If the time between pulses is sufficiently short, then -.nsequent
pu.ses will be absorbed in the plasma remaining from the previous pulse, and a
quasi-steady-state may be achieved, similar to plasmas sustained by continuous
laser beams.

The RF Tlinac free electron laser at LANL produces a burst of mode-locked
micropulses having a duration of approximately 10 ps and a wavelength of 10.6
micrometers. These micropulses are spaced 46 ns apart in a burst (macropulse)
Tasting for 100 to 300 microseconds. The macropulses occur at rate ot 1 Hz,
and the average power in the macropulse is approximately 10 kW. This laser has
a wavelength and an average power which are similar to those used for earlier
experiments with continuous carbon dioxide Taser sustained plasmas, and provides
a nearly ideal source for experiments that can be compared with this earlier
work.

The peak power in the micropulse was approximately 50 MW, and was sufficient
to cause tre argon plasma to self-ignite, in contrast to the continuous plasmas
which must be initiated by some auxiliary means. The plasma initiated near the
focal point and then migrated up the beam toward the lens as power was absorbed
from subsequent pulses. The evolution of the arjon plasma from initiation




through the 80 microsecond duration of the macropulse and its subsequent decay
after the end of the macropulse is shown in Figure 1 as a sequence of high-
speed images obtained using a Hadland Imaccn 390 image converter camera. The
framing rate was 100,000/s giving an interframe time of 10 microseconds. The
plasma is observed to grow in size and intensity until near the end of the 80
microsecond macropulse, and then to decay over a time of approximately 50
microseconds. These plasmas were strong absorbers of the incident laser radia-
tion. Measurements of the incident and the transmitted macropulse energy
indicated that 80 to 96 percent of the incident laser radiation was absorbed
by the plasma.

An interesting research issue was the rate of plasma decay during the 46 ns
between the micrupulses, and an optical multichannel analyzer (OMA) was used
to observe the spectral emissicn of the plasma between pulses. The OMA was set
to acquire a 10 ns time slice of the plasma, and the spectra from 10 successive
macropulses was averaged and stored. The initial delay was then increased by
10 ns and the spectrum from the next 10 macropulses was averaged and stored.
This process was repeated to scan a total of 60 ns. This data acquisition
procedure insured that a spectral scan would include the full interpulse time
and include at least one micropulse. Once a full 60 ns scan was obtained, the
initial delay was increased by several microseconds and the 60 ns scan was
repeated for a different portion of the macropulse.

Figure 2 is a composite of the six spectra taken at 10 ns intervals, and
clearly shows that the plasma reaches a quasi-steady state during the 46 ns
interpulse time. The spectrum consists primarily of the A II lines from the
first ion of argon, and an estimate of the plasma temperature was obtained
using the ratio of the intensities of the ion lines at 401.38 nm and 410.39 nm.
The temperature is approximately 43,000 K during the early part of the
macropulse, and then drops to about 35,000 K as the plasma expands in size.
These temperatures are more than a factor of two larger than those we observed
for continuous laser sustained argon plasmas, and reflect the much higher
power that exists in the micropulses.

Attempts were made to initiate plasmas in both nitrogen and hydrogen
using the same experimental procedures as for argon. These attempts were not
successful, evepr though the pulse energy was an order of magnitude larger than
our observed threshold for argon. This result is somewhat surprising since
predicted breakdown thresholds for hydrogen and nitrogen are essentially the
same as for argon using 10.6 micron wavelength and 10 ps duration pulses. This
is because for such short pulses there is insufficient time for collisions to
transfer the electron energy into the internal modes of the diatomic molecules.
Thus, we have hypothesized that the argon plasma may not have broken down on
the first micropulse, but may have accumulated electrons from subsequent
pulses until breakdown occurred at some point several micropulses into the
macropulse. Since we did not anticipate this effect, our measurements were
unable to verify this hypothesis.

We have developed a theoretical model to investigate the question of
breakdown threshold for the long wavelength, short pulse regime of our experi-
ments. During the 10 ps duration of the laser pulse, there are only approxi-
mately 250 optical cycles and only approximately 10 electron-atom collisions.
To study this process, we have developed a "square electron" model in which
all elastic collisions result in a 90 degree change in direction. Preliminary
results from this model indicate that electron energies of 60 eV are reached
during the 10 ps micropulse, and that argon breakdown may occur after the
eleventh micropulse. We will use this model to explore the differences in
energy absorption and breakdown between argon and the diatomic gases, and to
guide further experiments to be conducted both at UTSI and at LANL.
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PLASMA SCALING MECHANISMS FOR
CONTINUOUS WAVE LASER PROPULSION

AFOSR Grant No. 88-0129
Principal Investigators: Herman Krier and Jyoti Mazumder

Department of Mechanical and Industrial Engineering
University of Illinois at Urbana-Champaign

SUMMARY/OVERVIEW:

This investigation focuses on the energy conversion mechanisms of multiple laser-
sustained plasmas (LSP's) in pure flowing argon and single LSP's in argon/helium mixtures.
Numerical modeling of the fully two-dimensional plasma flowfield is being used to scale
experimental results and guide future experiments. Multiple plasma and argon/helium
experiments have both resulted in thermal efficiencies greater than 50% for various flow
conditions. Based on the high specific heat and low ionization potential of hydrogen, it is
believed that pure hydrogen plasmas will produce thermal efficiencies higher than those
possible using pure argon or an argon/hydrogen mixture. A spectroscopic imaging system is
used to map plasma temperatures. Independent experimental determinations of electron
temperature and electron number density are required in order to evaluate local thermal
equilibrium which is needed in order to better interpret spectroscopic and numerical results.
Rayleigh scattering is being experimented with as a means to accurately determine downstream
plasma exhaust temperatures without the errors associated with thermocouples and gas heat
loss to chamber walls.

TECHNICAL DISCUSSION:
Introduction

The key problem in the laser-sustained plasma rocket propulsion technique is the
understanding and characterization of plasma energy conversion processes. These processes
result in an increase in the thermal energy of the propellant gas. Various techniques are used to
determine the fraction of the input laser energy absorbed by the plasma, how much is radiated
to the plasma chamber environment, and finally how much is retained by the propellant gas as
thermal energy. This gas thermal energy is the quantity used to determine thermal conversion
efficiency by comparison to the input laser power.

Plasma temperatures are measured using a spectroscopic imaging system. With this
system fractional laser absorption can be determined along with the amount of energy
reradiated. The difference between these values is the energy retained by the gas. In addition
laser absorption measurements are made with a water-cooled copper cone calorimeter, and gas
temperature measurements are made with conventional type K thermocouples downstream of
the plasma. These measurements provide independent determinations of global absorption and
thermal efficiency. Rayleigh scattering thermometry is now being brought on line to eliminate
errors associated with thermocouples and provide a more accurate method for measuring
downstream gas temperature.

Much research has been done at our test facility involving the effects of varying mass flux,
chamber pressure, laser power, and beam geometry on single pure argon plasmas. References
1-6 summarize much of our previous and ongoing work. Reference 7 is a paper on the quasi
two-dimensional modelling of laser-sustained plasmas. A fully two dimensional model for
single pure argon plasmas is being used to guide further experiments and will be used to scale
results up to much higher laser powers. Experiments have been conducted with single and
dual plasmas in pure argon and single plasmas in argon/helium gas mixtures.
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A plasma will form if sufficient power is focused into a gaseous medium (~10% W/cm?2),
or onto a metallic target (~10° W/cm?). In our experiment the laser is focused onto a tungsten
rod which releases electrons through thermionic emission. This leads to avalanche breakdown
and plasma initiation. At this point the tungsten rod is removed from the beam focus.

Figure 1 is a schematic of our test stand, current optical arrangement, and plasma initiation
and flow chamber. The annular laser beam first strikes the flat copper mirror in the upper right
portion of the figure and is reflected 90 degrees downward. The beam is then reflected across
the bottom of the test stand and up through a plano convex zinc selenide lens which focuses the
beam through a zinc selenide window into the chamber. Dual plasmas with an adjustable focal
separation.are achieved by splitting the beam at the second turning mirror by use of a
micrometer adjustable split muror which is shown schematically in Figure 2. Details of the
experimental facility can be found in References 1, 3, 5, 6, and 8.

Effici i Al ion M

The thermal efficiency of an LSP is defined as the ratio of the change in gas enthalpy flux
to the laser power input to the plasma. Global absorption is the ratio of the total energy
absorbed by the plasma to the input laser power. These quantities can be determined with both
spectroscopic and conventional measurements.

Efficiencies presented in this abstract are based on bulk exhaust gas temperature
measurements made with thermocouples in the chamber exhaust ports. The laser energy
retained by the working gas is determined by calculating the change in enthalpy flux, AH,

using AH = rﬁCp(Tc-Ti) where m is the measured mass flowrate, C, is the specific heat of the
gas, T, is the measured bulk temperature of the exhaust gas, and T; is that of the inlet gas.

Absorption percentages presented are based on calorimeter data. The calorimeter is
mounted on top of the plasma chamber and collects the laser energy which is not absorbed by
the plasma. The calorimeter is equipped with thermocouples which determine the difference in
cooling water temperature as it absorbs the laser energy. This difference determines the
amount of energy transmitted by the plasma and from this plasma absorption is calculated.

Figure 3 contains efficiency data from dual plasma experiments at 5 kW total input laser
power (2.5 kW each), and single plasma experiments at 2.5 kW using only half a beam. These
tests were done at 2.5 atmospheres gas pressure and with f/4 focusing optics. Efficiencies for
the single half mirror represent an average of results from each of the half beams. Note that
efficiency tends to increase with increasing mass flux for both the dual plasmas and for the
single plasmas. Efficiencies are as high as 50.5 % for 5 kW total power dual plasmas
depending on separation distance, and as high as 58.1 % for 3.5 kW total power dual plasmas
depending on separation distance. It can be seen from the data in the figure that the dual
plasmas have a higher thermal efficiency than single plasmas over most of the range of mass
fluxes studied, and that the plasmas with 15 mm focal separation have the highest thermal
efficiency. Since results from 3.5 kW total power dual plasmas show that 10 mm focal
separation plasmas have the highest efficiencies over most of the mass fluxes studied, it is
believed that the optimum focal separation distance for dual plasmas is a function of the input
power. Further experiments at 7 kW total power and even greater focal separation distances
will be conducted to study this effect.

Figure 4 contains absorption and efficiency data for helium/argon experiments conducted
at 5 kW input laser power, at 2.5 atmospheres gas pressure and with f/4 focusing optics. Note
that except for the low mole fluxes, the addition of helium to the mixture caused a decrease in
global absorption. Thermal efficiencies for helium/argon mixtures were found to be as high as
56.1 % which is higher than any single pure argon plasma despite the fact that global
absorption for helium/argon mixtures was lower than for single pure argon plasmas. This
result indicates that helium/argon plasmas have a lesser radiation loss to the chamber walls than
do pure argon plasmas. There appeared to be an optimum percentage of helium by volume for
a fixed mole flux of helium, however it is believed that this optimum percentage may be a
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function of mole flux, gas pressure, input power, and focusing geometry. As is discussed in
Reference 8, the helium/argon experiments were performed as a preliminary guide to using
pure hydrogen. Although it was found that helium did not significantly ionize in these
experiments and its absorption and emission characteristics differ from that of hydrogen, the
values of thermal conductivity and specific heat of helium are similar to those of hydrogen. It
is believed that these similar thermodynamic properties will result in the production of still
higher thermal efficiencies for pure hydrogen.

Progress is being made in implementing the fully two-dimensional single pure argon
plasma numerical code. Most recent results indicate that for mass fluxes tested experimentally,
model predictions for global absorption and thermal efficiency are within 10 % of experimental
results.
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TRANSPORT PROCESSES IN BEAMED ENERGY
PROPULSION SYSTEMS

(AFOSR Grant No. 89-0308)"

Principal Investigator: Robert A. Beddini

University of Illinois at Urbana-Champaign
Urbana, IL 61801-2997

OVERVIEW

Concepts such as laser heated thrusters and microwave heated thrusters (Figure 1) employ
controlled and directable energy addition to achieve a desired plasma zone with temperatures of
the order 104 K. The plasma is then mixed with the outer flow and expanded through a nozzle. Of
particular interest in such flows are turbulent convective and radiative heat fluxes, whica
distribute the deposited energy, and their effects on the system enclosure for chamber cooling
requirements and evaluation of system efficiency. Research efforts are focused on the analysis of
radiative and gas dynamic interactions in beamed-energy propulsion chamber environments.

TECHNICAL DISCUSSION

Specific topics have included the development of turbulence, incident radiative transport
and reradiative transporti-3. The following is a brief summary of the methodology being
employed at present.

Incident laser radiation: A new transport equation for incident radiation was developed under
this effort!. Whereas prior analyses utilize ray-tracing techniques for the incident radiation, the
new equation is of divergence form, and permits a strongly coupled solution with tke
hydrodynamic equations using contemporary finite volume techniques.

Incident microwave radiation: Maxwell's equations for a Transverse Electric or Magnetic mode
breakdown in a waveguide have been order-of-magnitude analyzed on a term by term basis. A
multidimensional equation system has resulted for which appropriate numerical solution
techniques are presently being examined.

Plasma and chamber wall reradiation: The Pj (first-order spherical harmonics) method is being
utilized. Initial work has involved solving the coupled one-dimensional (radial) radiative heat
flux equation employing a gray gas absorption coefficient?. During the past year, a modified flux-
form of the P; approximation has been developed and evaluated® by comparisons with approximate
and exact solutions of the transfer equation.

Numerical solution method: A new flux-split, non-factored, implicit finite volume method is
being developed for the time-accurate solution of the axisymmetric Navier-Stokes equations (real
gas) and coupled incident radiation field (the previously developed method! proved to be Courant-
limited). This new technique borrows from a three-dimensional full Navier-Stokes (perfect gas)
algorithm developed under a separate research effort4, and the method is not Courant limited.
Turbulence: Initial results have been obtained with an established second-order turbulence
closure model. Future work will attempt a large eddy simulation of turbulence in the flow, though
work on this topic has been suspended to address radiative transport issues as a priority.

* Supercomputing time on the Cray X-MP/48 provided by the National Center for Supercomputing
Applications under grant ilh.
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SUMMARY OF PROGRESS

It is known that by considering the P; approximation for net radiative flux (rather than

intensity), the equation system and boundary conditions are well posed in the traditional optical
depth coordinates and the radiative flux attains the correct optically thin limit. This limit
characterizes the broadband radiative regime of interest. The use of optical coordinate mappings
is conventional in the field of radiative transfer, but does not lend itself well to coupled numerical
solution with equations describing the fluid dynamics of the problem, where more general
coordinate mappings are often desired. In physical coordinates, an additional term occurs in the
radiative transport equation due to the spatial inhomogeneity of the spectrally integrated
broadband absorption/extinction coefficient B, i.e.

2
VV- G - (VInB)V- G -38°q" = 4npVI, )

The appearance of the (V In B) term can present numerical difficulties in optically thin regions of
the computational domain. Moreover, its outright neglect can cause significant error, since the
flows of interest have appreciable temperature and absorption coefficient gradients.

- -

For regions of the computational domain in which At <A1 |jm << 1, but VIn B is large, an
alternative form of equation (1) may be exploited. Specifically, if use is made of the optically thin
relation for the net heat flux (valid independently of the differential approximation) in the second
term of equation (1), there results

VV. §*-3p%G" = 4nV(BLy) @

This form of the transfer equation has obvious advantages in optically thin regions containing
radiative discontinuities, since the source term is in gradient or conservation form.

Figure 2 shows a comparison of the solutions obtained for the exact equation of radiative
transfer, an analytic solution of the transverse component of equation (1) (obtained in optical
space), and a computational (finite difference) solution of equation (2). The problem geometry
represents a "planar” continuous laser supported plasma in a cool-wall chamber with an abrupt
step in absorption coefficient and temperature profiles, and thus presents a difficult but realistic
test of the P; approximation and its computational solution in physical coordinates. The accuracy
of the computational solution of eq. (2) is limited only by the accuracy of the numerical
differencing, i.e., radiative "shock" capturing.

The "generi¢c" beamed-energy electrothermal thruster coupled radiative/flowfield
calculations reported in2 have been revised3 utilizing equations (1) and (2). Some results are
shown in Figures (3) and (4). Figure (3) shows radial profiles of the normalized radial radiative
heat flux at a specific axial location. Since broadband optical depths are < 0.05 for this
configuration, good agreement is obtained between eq. (2) and the emission-dominated analytic

solution for net intensity,
g

q:d=4f~f (BL,r)dr
[+]

Neglecting the inhomogeneous term in eqn (1) yields an approximate 40% underprediction of
radiative flux.

Figure (4) shows the calculated radial radiative flux along the wall of the thruster,
comparing eqn. (1) with the modified form (eqn. (2)). The instability caused by including the
inhomogeneous absorption term in the computational solution of eqn(l) is particularly severe for
this case, and demonstrates the advantage of utilizing eqn(2) in optically-thin grid segments.

While the new real-gas, two-dimensional, flux-split, non-factored, implicit finite volume
method with coupled radiation fields is in development, preliminary calculations have been made
with its three-dimensional perfect gas (full Navier-Stokes, high-order upwind) predecessor. The
objective of these calculations is to assess the capability of the method in tracking the blast waves
which can be produced by a pulsed laser detonation in an enclosed chamber. The initial conditions
correspond to the instantaneous deposition of one Joule of energy (a laboratory laser pulse) in a
1 mm3 cubical volume of stagnant atmospheric air. Since a perfect gas in LTE is assumed without




radiative transport, the initial conditions correspond to a pressure and temperature of 400 MPa and
1.1x108 K. The chamber is a cube with sides of 1.0 cm, and a uniformly spaced (40)3 cell grid is
employed. Transition from a cubical to spherical blast wave takes place in relatively short time
(it is affected by the coarse grid). However, after this phase, spherical shock propagation is further
affected by the nonspherical grid, such that a rhomboidal wave evolves. This problem is presently
being examined, and results will be presented at the AFOSR/ONR Research Conference.

PLANNED RESEARCH

Development of the new two-dimensional, time-dependent method is anticipated to be
completed within the year. However, preliminary results indicate that adequate resolution of all
significant time-dependent three-dimensional phenomena will require significant, if not
prohibitive, computational resources. The principal rationale for pursuing this area of research is
that there are several propulision problems of interest in which the optical axis of the beam is not
aligned with the flow, leading to cross-beam, asymmetric discharges.

Another goal during the next year is to utilize the available experimental data and the
results of computer simulations to assess the order of-magnitude scaling of phenomena in the
laser deflagration region. An example result of this work would be the production of a stability
map for continuous laser discharges in true similarity variables.

REFERENCES

1. Beddini, R. A, Owano, T. G. and Kuo, S. -L., "Analysis of Gas Dynamic Interactions
with Intense Optical Beams,"AIAA paper no. 87-1455, AIAA 19th Fluid Dynamics, Plasma
Dynamics and Laser Conference, Honolulu, Hawaii, June 1987.

2. Beddini, R. A. and Owano, T. G. "Analysis of Turbulent Convective and Radiative
Heat Transfer in High Temperature Rocket Chamber Flows,"” AIAA paper no. 87-1770, 23rd Joint
Propulsion Conference.

3. Beddini, R. A, Owano, T. G., and Meyer M. L. "Analysis of Convective and Radiative
Energy Transport in High Temperature Rocket Chamber Flows," submitted to J. of
Thermophysics and Heat Transfer .

4, Ridder, J. P. and Beddini, R.A.: "A Time Accurate Finite Volume Method for Propulsion
System Chamber Flows," AIAA Paper no. 89-2554, to be presented at the 25th Joint Propulsic .
Conference, Monterey, CA, July, 1989.

185




FER IN MICROWAVE THRUSTER
ENERGY TRANS CHAMBERS

Figure 1

Comparison of Solutions

For Normalized Radiative Heat Flux

.008 T Y
Planor Medium
A
.00s | Areen Gos P1 Analyﬂcol-‘
T = 15,000 K 7
~ s
T -
T ym- = 5848 cm ’/:," Exact
= 0.3 o
g.oos T e S .
< e = 334 S
{ /;f" P1 Computational
W .002 e .
/.5
o /'/.’ ') T,
g gy ¢
.001 ] ] Ton .
o g B
.000S% .0010

Optical Depth, -

Figure 2

.001S

Surface Heat Flux (W/mz)

Normalized Radiative Heat Flux (q'/ulbm)

186

Radial Radiative Heat Flux Profiles

.008 T T T

RS
~-e.m-~ Emission Dominated
Modified P!
.006 r ----- P1 Neglecting Vlng Term A
x/R =170
.004 | .’ N -
/I \\ -
’ ——— T~
/I P \\\\ s
7 s s
.002 |- y/ e S~ -
Y/ d -
7 had g
d
4
/
7
4
4
o 1 L 1 1
0 .2 4 -] 8 1.0

Radiai Distanc.e (r/R) .

Figure 3

Radiative Heat

Flux

Along Chamber

Surface

1.5x108 T — =

——— Pl Approximation

—— Modified P!
1.2x108 -
P=1{am
9.0x10% | m = .004386 kg/s
R = 05848

150 kW Addition

6.0x105 - Hydrogen Gas

3.0x10% |

0 — 1

——

T o i s s e TS

pelptredr sy 44 7o S R el Lol oy iR

] 2 4 [

8 10

Normalized Axial Distance (x/R)

Figqure 4




COUPLING BETWEEN GAS DYNAMICS AND MICROWAVE ENERGY ABSORPTION
AFOSR Grant No. AFOSR-84-0048

Principal Investigator: Dr. Michael M. Micci

The Pennsylvania State University
Department of Aerospace Engineering
Untiversity Park, PA

SUMMARY/OVERVIEW:

There is an understanding of the process of microwave energy addition to a high
pressure gas for propulsive purposes for some of the available absorption modes but no
unified comparison of all the modes in terms of absorption efficiency, maximum
temperature, etc. Also there is little knowledge of the coupling of the absorbed energy
to the gas dynamics required to obtain propulsive thrust. This research is the first
experimental effort to examine and compare free floating filamentary and toroidal
microwave absorbing plasmas and planar propagating plasmas in hydrogen gas as well as
the first examination of the coupling of the energy absorption to the gas dynamics in
order to convert internal thermal energy of the gas to directed kinetic energy by means
of a nozzle expansion. The research will provide insight to the entire field of high
temperature gas flows driven by radiation absorption,

TECHNICAL DISCUSSION:

Free-floating spherical plasmas have been generated in stationary and flowing
nitrogen and helium gas contained inside a 10.2 cm diameter spherical quartz vessel
located within a cylindrical resonant cavity operated in the TMp 2 mode at a frequency
of approximately 2.45 GHz. The plasmas are approximately two inches in diameter and
are centered within the quartz sphere. Power coupled to the plasma was measured as a
function of gas composition, flow rate and pressure and microwave power input to the
cavity only for those conditions which resulted in the plasma being stabilized in the
center of the quartz sphere away fro:a adjacent walls,

The coupling efficiencies of helium and nitrogen plasmas were measured with no gas
flow and an input power of 400 W. Similar measurements were made for a helium plasma
with a gas flow rate of 1.056 x 10-4 kg/s and 400 W input power. Figure | shows the
coupling efficiency versus pressure curves for the three cases considered. The coupling
efficiency is defined to be the percentage of input microwave power actually absorbed in
the gas. The most striking feature is the much greater range of operation of the helium
discharges. The nitrogen discharge is limited to low pressure operation (less than 30
kPA (absolute)), whereas the helium discharges operate at well above 250 kPa (absolute).
The helium discharges generally exhibit higher coupling efficiencies, with peak values of
$1% (no flow) and 63% (with gas flow). In comparison, the nitrogen discharge exhibits a
peak coupling efficiency of 40%.

A numerical model of the one-dimensional planar propagating microwave plasma in
hydrogen, helium and nitrogen gas has been successfully formulated. This model
numerically integrates the system of governing equations consisting of the one-
dimensional steady energy equation and Maxwell’s equation describirg the propagation of
the microwave energy. Due to thermal conduction of the cold gas ahead of it, the
plasma propagates toward the microwave energy source at a velocity determined by the
energy balance between the absorbed microwave power and the heated gas which is
convected away downstream.
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The two governing equations were numerically integrated using a fifth/sixth order
variable step Runge-Kutta scheme. An iterative method was used to determine the
propagation velocity eigenvalue, pu, similar to the method used by Kemp and Root to
solve for the propagation velocity of a laser heated plasma. The propagation velocity,
maximum temperature and percent power absorbed were calculated as functions of the
input microwave power. The propagation velocity was found to rise with increased
microwave power but the maximum gas temperature is constant for hydrogen and nitrogen
because significant dissociation is occurring in this temperature range and is absorbing
the additional absorbed power. The maximum gas temperature for helium, which is not
dissociating, was found to rise with increasing input power. It was found that all of the
input power was either reflected or absorbed with no power being transmitted through
the plasma and that the present power absorbed for hydrogen decreases with increased
input power while the percent power absorbed for helium and nitrogen remained fairly
constant as a function of input microwave power. Radiative heat loss from the plasma
was subsequently added to the model but was found to have no effect on the numerical
results.

The results of the experiment are shown in Fig. 2 which gives the measured plasma
velocities for helium and nitrogen at 1 atm together with the numerical predictions. For
helium a reasonable agreement between numerical and experimental data could only be
found towards lower power levels, however, an enormous deviation can be observed for
power levels above 1550 W. It is believed that in this power range a change in the
propagation mode takes place towards resonant radiation. Nitrogen doesn’t show this
kind of behavior and agrees reasonably well with the numerical model. The percentage
absorbed power values for helium at | atm range from the mid 60 to the low 70 percent
and for nitrogen from the low to mid 60 percent. These values were much higher than
those predicted by the model.
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HEATING OF A LIQUID/VAPOR MIXTURE BY 4/89
A PULSED ELECTRIC DISCHARGE

AFOSR Contract No. F49620-87-C-0061
Principal Investigator: Rodney L. Burton
Co-investigator: Brian K. Hilko

GT-Devices, Inc., Alexandria, VA 22312
SUMMARY:

Arc discharge heaters in the 5-1000 MW class, used for pulsed
electrothermal propulsion and for hypersonic combustion research,
are required to ingest their working fluid in solid or liquid form
to keep working temperatures within the desired 6000-20,000°K
range. This research effort seeks to understand the two-phase
heating process for liquid water injected into a 5 MW, 100 atm.
capillary-confined pulsed arc, for which the arc heating is roughly
constant in time. The water is injected either as a straight jet
or as an approximately mono-disperse droplet train, and is
subjected to pulses of 15 or 30 usecs duration. Voltage, current,
pressure, photographic and arc spectral measurements suggest that
the drops explode in the high dynamic pressure flowfield, creating
a liquid-phase mist which causes the arc temperature to plummet,
and the arc resistance and ohmic heating to rise rapidly. A 1-D,
unsteady plasma flow numerical model explains the early droplet
phase of the pulse, and a 2-D, unsteady model is being developed
to understand the late~time, high-resistance phase.

QUARTZ TUBE TO SPECTROSCOPC

TECHNICAL DISCUSSION: ““um"‘“‘] WSAATOR Nsmmn{non (oua)
) 7

A 1liquid fuelled 2 /;

charge (1,2] is being
studied to identify the
energy exchange and mix-
ing processes occurring
between the liquid,
vapor and plasma
components. A variety

of complex, inter-
dependent phenomena can S
participate in the ener- I PFN ~

gy transfer and mixing
(see Fig. 1). Plasma .
radiation, thermal cond- , Figure 1

uction and convection

all contribute heat flux for evaporation of the liquid. Vapor-
plasma mixing can occur in the fast flowfield as a steady surface
erosion, or via instabilities leading to a more-or-less explosive
breakup of the injected liquid. The goal of this research is to
identify the mechanisms dominating the liquid-vapor heating and
mixing processes occurring in the high pressure, high enthalpy

pulsed electric dis- l
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flow.
CAP50 VELOCITY

Over the first year we have e
developed an understanding of
these unsteady discharges by the

-
a
I
h

application of various “1 s,/ 1 H
diagnostic techniques for v ¥
obtaining detailed measurements .
of the time-dependent plasma E o
conditions (i.e. density, g e

temperature, pressure) and of
the liquid/vapor interface.

Over the past (second) year of . 0

this program, emphasis has also 7 S usec L
been placed on modeling and A . S /S AU L U g S A
numerical simulation of the UL ( 108 = 40 ma )

discharge dynamics for

comparison with the available

experimental data. CAP50 PRESSURE

{ MPa )

The numerical method used
for this study is an algorithm
developed specifically for the .
solution of time-dependent flow

problems containing steep gradi- 5 41 o
ents and shocks. The algorithm, N

called Flux-~-corrected Transport *

(FCT) [(3,4], incorporates 2 usec

methods of general applicability
to calculate accurately the +
dynamics of the fluid equations,

and then correct the computed ¢ M e @ w1 e e e e e
results to remove the numerical L1000 am)

errors which are a byproduct of .

conventional finite-difference Figure 2

calculations. The FCT algori-
thm can provide a complete two-dimensional unsteady flow solution
in the high density continuum regime, and potentially can also
model the free-molecular regime.

At present, preliminary investigations of the discharge
dynamics are being made with a simplified, 1-D description of this
cylindrically symmetric, two phase flow problem. Power input to
the capillary is obtained from a step pulse or from the
experimental current pulse, assum1ng a Spitzer type plasma
resistivity, n(T) = (const)T ¥2. water is evaporated from the
liquid surface area, S, by the heat flux q imposed by the 1local
plasma conditions, thus prov1d1ng the source of vapor mass m, from
ng = Sq/h e+ Where h ““_ is the enthalpy of the evaporated mass in
the plasma. Using q = presumes that the plasma radiates as a
pure blackbody, and that heat flux due to thermal convection or
turbulent transport is negligible. In the 1-D description, radial
dynamics are not considered, so that the ablated mass at each axial
position is radially distributed, instantaneously and uniformly.
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The model has Dbeen I I I [ I I
developed with increasingly
complex physics to provide Water Wall
agreement with experimental 5mm® bore
results. Model output is
plasma density, velocity, 300 — —
press'ire and temperature, oo
plotted versus axial distance /N
for selected times during the //
pulse. The simple case of a
step pulse in current is /' e—o
shown in Fig. 2, which shows 250 \\_ 84”0
profiles of the plasma flow 0‘7/ \\hdnodel
velocity and pressure at 5 to R(mQ) /
30 usecs. The ohmically- \ /p
heated capillary is a o .
cylindrical, 40 mm long o= \\-experwnent
discharge chamber, occupying 200 —
computational cells 1-100, 1>

0

and having a uniform coating 0 | | I l | L
of water on the 5 mm diameter 5§ 10 15 20 25 30 35
inner wall. Boundary condi- t( sec)

tions at the capillary exit 5 K -
(cell 100) are simplified by (—

venting the plasma into a
second 5 mm pipe, occupying 4 -
cells 101-200, in which thel(kA)
flow is supersonic and does 3
not influence the capillary / Y
dynamics.

2 |-/ \_
As shown in Fig. 3, the .7f

resistance calculated from 1 \\._

the simple model gives

approximate agreement to the 0 | 1 | | ] N

resistance observed 0 5 10 15 20 25 30 35

experimentally for the case
of a water-wetted wall.
However, the model does not
predict the 33% increase in
resistance observed between 5 and 20 usecs. Other model predic-
tions, such as temperature, pressure and density, also appear to
follow the average trends of experimental results over a range of
injection geometries and discharge parameters, though details of
the dynamic behavior are likewise not well tracked. Initial
results from the numerical simulations, though encouraging, show
the need for an improved description of the evaporation and mixing
processes.

Figure 3 t(ﬂ'sec) ~3A2049

In order to benchmark the computational results, it is
essential to obtain good measurements of the plasma temperature.
Qualitative indications of temperature and detailed density
measurements have been obtained from previous, low resolution




spectroscopic surveys of the plasma emission on an OMA [2]. The
presence of singly and doubly ionized oxygen line emissions has
prompted a high resolution OMA study to see if a meaningful
temperature can be extracted from these features. 1In principle,
the line intensities within a given ionization stage will follow
a Boltzmann distribution for the upper level populations; i.e.,
I~exp (-E/KT). Analysis of the line intensities vs. level energy
can yield the temperature [S]. Additionally, the intensity ratio
of lines from successive ionization states can give a sensitive
measure of temperature, though the electron density must be
independently established. The data and evaluation techniques are
presently being examined.

It has previously been conjectured that droplet breakup and/
or vapor expansion occurs to varying degrees in the fast, high
density flow field. We have recently used nitrogen laser shadow-
graphy at the capillary exit plane to observe that droplet shatter-
ing may be occurring within the 30 usec pulse time. At the closed
end of the capillary (cell 0) the plasma is stationary, so that,
in this region, evaporated water may simply be expanding as a cool,
dense vapor with relatively minor mixing into the plasma component.
Since the strongest axial flow gradients exist near the exit (cell
100), these can more strongly influence the droplet breakup,
expansion, and mixing processes, i.e., the radial dynamics.
Consequently, future efforts will be made to resolve the
temperature and resistance axial variations for clues to the
effects of these gradients.
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THE PHYSICS OF HIGH VOLTAGE SOLAR ARRAYS IN CONTACT WITH
THE SPACE PLASMA

AFOSR GRANT-87-0340

Daniel E. Hastings

Dept of Aeronautics and Astronautics

MIT,Cambridge, MA 02139

1 Summary:

The physics of high voltage solar arrays in contact with the space plasma is under investiga-
tion. Such solar arrays suffer from enhanced current collection, enhanced drag and arcing. These
problems are under study with a two and half dimensional particle in cell code so that the micro-
physics of the plasma surface interaction can be studied. Previous work has clarified some of the
underlying mechanisms behind the enhanced current collection. In the present work, the effect of
magnetic field on the enhanced current collection and on the enhanced drag is studied. A better
understanding of these interactions will lead to better design of solar arrays so as to alleviate these

problems.

Technical Discussion

As space systems become larger and more complex, the power required to run them has in-
creased. Simple calculations show that the power lost in a transmission line expressed as a fraction
of the power generated scales as the current carried in the line. It is also easy to show the mass of
the transmission line scales as the square of the current. From these considerations space engineers
have tried to design high power systems to operate at high voltages rather than high currents since
this minimizes the mass penalty. This has led to the development of high voltage solar arrays.

The potential drop across these solar arrays may be several hundred volts. These solar arrays are
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typically designed with the solar cells connected by metallic interconnects which are exposed to the
space environment. The reason for this is to reduce the mass of the solar array by removing the
insulation from the connector and because it is observed that the insulation erodes under the im-
pact of the low energy ions found in low earth orbit and also because small defects in the insulation
have been found to render it useless. Maxwell’s equations applied to the whole solar array demand
that the net plasma current to the solar array must be zero for the system to be in equilibrium. In
order for this to be true what is found is that a part of the array will take a positive potential with
respect to the environment (and attract electrons to the interconnects) while the rest of the array
will float negatively with respect to space and collect ions to the interconnects. One observation
for these high voltage solar arrays is that the positively biased interconnects collect anomalously
large currents above a critical voltage. This voltage has been termed the "snapover” voltage from
the shape (an S shape) of the current voltage curve for the conductor. Negatively biased surfaces
undergo arcing below a critical voltage. The two phenomena are connected when both occur on a
solar array in that once the positively biased end of the array undergoes snapover the area of the
negatively biased end of the array increases to maintain current balance. This exposes an increased
area of the array to negative arcing damage. In addition the negatively biased parts of the solar
array have been found experimentally to have enhanced ion drag associated with them.

In previous work a theory was developed for the anomalous current collection observed on
positively biased conductors surrounded by dielectric surfaces. This is seen on segments of high
voltage solar arrays. It is proposed that the snapover seen in current collection to the conductor is
the result of a transition from one stable root of the neighboring dielectric surface to the other stable
root of the current balance relation. Two specific predictions of the theory that may be amenable
to experimental test are first that the snapover voitage will be larger for conductor geometries
that give planar current collection as opposed to conductor geometries that give spherical current
collection. Secondly, the snapover voltage is a sensitive function of the material that the dielectric
is composed of and depends most sensitively on the first unity crossing. Hence materials with
the same maximum yield but different unity crossings can have substantially different snapover

voltages.
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The effect of the magnetic field on the snapover phenomemon has been studied. This is moti-
vated by the use of solar arrays on spacecraft in polar orbits where the spaccraft will see a magnetic
field which changes substantially over the orbit. The appearance of snapover results from the sur-
face charge on the dielectric going from a large value to a small value, while the disappearance
of snapover results from the surface charge on the dielectric going from a small value to a large
value. The process of losing surface charge from the dielectric requires high energy electrons to leak
through a potential barrier and initiate secondary emission. The process of gaining surface charge
requires the dielectric to recapture the secondary electrons emitted by primary electrons.

Increasing the magnetic field suppresses the mechanisms for snapover. The appearance of
snapover requires high energy electrons. A strong magnetic field prevents electrons from crossing
field lines to reach areas of high energy. The reduced number of high energy electrons lowers the
probability of snapover. Therefore, snapover is delayed until the conductor voltage reaches higher
levels.

The disappearance of snapover occurs when electrons are unable to escape from the dielectric
after being reemitted. Increasing the magnetic field strength shortens the gyroradius of the elec-
trons. Electrons over the dielectric move in smaller circles, and a shorter radius will cause most
of the eiectrons to fall back on the dielectric. More secondary emission is required to achieve the
same escape level. Therefore, snapover also disappears at higher levels of the conductor voltage.

When the orientation of the magnetic field is parallel to the plane of the conductor and di-
electrics, the collected current decreases, and the appearance of snapover occurs at a lower the
conductor voltage. Charged particles moving in the presence of a magnetic field orbit the field
lines at their gyroradius. When the magnetic field is weak, the gyroradius is large enough for the
electrons to reach the conductor. When the field is strong, the gyroradius decreases allowing only
electrons with very high energies to reach the conductor. Thus, the collected current is reduced.

When the magnetic field is perpendicular to the electric field, the particles have a greater
perpendicular velocity and thus a greater gyroradius. With the magnetic field perpendicular to the
conductor, the conductor voltage must be higher in order to give the electrons the same gyroradius

they have when the magnetic field is parallel to the plane. The appearance of snapover depends
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upon the presence of high energy electrons. With the magnetic field parallel to the plane, sufficient
numbers of high energy electrons can cross the magnetic field lines at a lower conductor voltage.
Thus, snapover appears earlier.

These conclusions imply that spacecraft in polar orbit will be in a constant state of flux. When
crossing above the tropical regions, high voltage solar arrays will be more likely to undergo snapover
due to the weakness of the magnetic field. As the space craft crosses the polar regions, the strength-
ening of the magnetic field could cause snapover to disappear. Thus, the surface potential of any
solar array on such a spacecraft will be changing constantly. Spacecraft in equatorial orbits will
encounter constant magnetic fields, and the surface potential of their solar arrays will be constant
as well. It is well documented that portions of solar arrays biased negatively with respect to the
ambient plasma are subject to arcing damage. Spacecraft in equatorial orbits will be able to limit
this damage to specific regions. For spacecraft in polar orbits, the constant change in the surface
potential of their solar arrays means that a much larger portion of their arrays will be subject to
arcing damage. v

The enhanced ion drag on high voltage solar arrays was identified in experiments in Japan. The
solar array was modelled as a conductive plate with one overlapping sheath structure. Numerical
calculations with a particle tracking code verified the high ion drag and showed that it was primarily
due to the reflected ions which had partially accomodated on the surface. In the present work the
drag has been calculated with a particle in cell code. This enables us to study the effect of the
magnetic field on the electrons as they participate in the process. In addition we study the effect
of having a surface which does not have an overlapping sheath structure as realistic high voltage
solar arrays will most likely have. We find that the PIC simulations reproduce the particle tracking
results when they are both run on a conductive plate. However once a dielectric surface is included
the drag coefficeint is substantially changed. This is due to the fact that the ions and electrons
can get to the dielectric surface so that the charge ditribution on it may be quite different than
the nearby conductor. When the ions accomodate and partially reflect the momentum transfer to
the surface is changed from the conductor only case. We study these effects as a functions of the

nondimensional parameters which govern the interaction.
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FUNDAMENTAL RESEARCH ON THE ECR PLASMA THRUSTER
Grant No. AFOSR-87-0205
F. E. C. Culick and J. C. Sercel

California Institute of Technology
Pasadena, California 91125

SUMMARY/OVERVIEW:

The Electron-Cyclotron-Resonance (ECR) plasma thruster is an electrodeless
electromagnetic device with the theoretical potential for very high specific impulse,
long life, and high unit power handling capability. This research is directed at
developing a quantitative scientific understanding of the operation of the ECR
plasma thruster. To accomplish this objective, both analytical and experimental
resecarch is being conducted. In the analytical part of this program a quasi-one-
dimensional, steady-state model of the acceleration process has been developed.
Numerical calculations based on this model are being undertaken to provide
quantitative predictions of physical parameters which can be tested experimentally.
Experimental tests on a laboratory ECR plasma accelerator have been on-going.
Several diagnostic tools, including a gridded energy analyzer, an ion collection cup
current density analyzer, and emissive probes, have been used to measure physical
parameters of interest in further developing a basic scientific understanding of this
device.

TECHNICAL DISCUSSION:

Analytic Research The quasi-one-dimensional model of the ECR plasma acceleration
process which has been developed under this effort is designed to determine the
effects of the following physical processes: i) up-stream ambipolar diffusion, ii)
cross-field radial diffusion, iii) various elastic scattering phenomena, iv) inelastic
collision effects, and v) the electron-cyclotron, dipole-moment, grad-B accelerating
force. To accomplish this objective, the model treats axial variation in the plasma
properties using a constant-arca plasma flow model. Certain parameters, such as the
magnitude of the applied magnetic field (and its spatial derivative), and the spatial
power density of the coupled microwave radiation are assumed constant in time with
a specified axial variation. The basic equations of this model can be written as a
plasma continuity equation, a plasma momentum equation, and two energy equations
for the perpendicular and parallel components of the electron energy.

continuity: d(nu) =S

dz ~p
. d(nu’) nu2 S )= . . 2 W__m- dB
momentum: mi( dz "% P)- -mijNnyaCjia(u-uy) - n B dz
dp

- MeNNy<VeOea>(u-uy) - _d%n
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Where the plasma source term is given by the following relationship.

nkTs

Sp = NNg<veCi> - SeBr2

Two additional functions which account for electron energy distribution due to
collisions are defined as follows.
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2
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Wpl.p + Wpa,

F,

In this notation, n is the plasma electron number density (assumed equal to the ion
number density), u is the plasma flow velocity, z is the axial coordinaie, Sp is the
plasma source term, mj is the ion mass, u; is the gas flow velocity, n, is the gas
number density, o, is the cross section for ion-atom momentum exchange, Wprp is
the mean electron energy perpendicular to field lines, Wpar is the mean electron
energy parallel to field lines, B is the magnitude of the local magnetic field, o, is ine
cross section for electron-atom momentum exchange, Ppar is the component of the
electron pressure parailel to field lines, pecr is the density of microwave power
assumed coupled to the e'ectron motion, r is the radius of the plasma beam, and Q
represents the various rate coet.’cients for electron scattering.  Subscripts for the
rate coefficients for electron scattering have the following meanings: iel is elastic
scattering with charged species, ael is elastic scattering with atoms, ex is inelastic
excitation scattering with atoms, i is ionization of atoms, and exi is inelastic excitation
of ions. U indicates the energy level of the various inelastic scattering phenomena
with the same meaning ascribed to subscripts as for the rate coefficients.

Due to space limitations only the most important assumptions made in the model are
summarized here. The momentum equation stated above is derived by combining the
ion and electron momentum equations using the ambipolar electric field under the
assumptions of zero net axial electric current, quasi-neutrality, and neglecting the
ioa thermal motion. Electron mass is neglected in comparison to ion mass. The
energy ecquations treat the two components of the electron thermal energy while
neglecting the mean directed kinetic energy of the electrons. Treatment of the ion
directed kinetic energy is implicit in the electron energy and plasma momentum
equations. In the plasma source equation, the usual ionization term is present along
with a worst-case loss term associated with cross-field Bohm diffusion. The unusual
feature of the two functions which account for electron energy distribution due to
collisions is the presence of a single excitation energy and an ascociated rate
coefficient.  This lumped approximation for the excitation process is s.nilar to a
technique which has been used successfully in modeling electrostatic ion engines.
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Calculations based on this model using a finite differencing scheme are in progress.
Appropriate boundary conditions and peripheral ecquations describing the flow of
the neutral gas are also used in these calculations, the resuits of which will be
predictions of measurable plasma parameters and thruster performance. The
parameters the model is design to predict include plasma density, temperature,
clectrostatic potential, and velocity. Once the model is verified it will hopefully be
useful in the design of much more efficient ECR thrusters and will form the basis of
an important program of basic scientific research.

Experimental Rescarch An experimental test bed has been developed as pan of this
program and is described in Ref. 2. Some of the diagnostic tools which have been
developed include a gridded energy analyzer, an ion collection cup current density
analyzer, and emissive probes for measuring plasma potential.

The gridded energy analyzer (shown in Figure 1) is a four grid device in which the
first grid is a grounded attenuator with an open hole fraction of about 15 percent and
a mesh size on the order of 10 um. The second grid is an clectron repeller which is
held at a negative potential of 100 to 200 volts to remove the electrons from the ion
stream. The third grid is the ion repeller screen whose potential is varied to obtain
the characteristic. The fourth grid is the electron suppressor which prevents
secondary electrons from obscuring the signal picked-up by a collector plate. By
taking the slope of a plot of collector plate current against ion repeller grid voltage,
the ion energy distribution can be determined. A typical ion energy distribution
thus obtained is given in Figure 2.

The ion collection cup current density analyzer (shown in Figure 3) is a simple probe
in which an ion collection tube is located inside a grounded Faraday cup with an
aperturc of known area. In use, the plasma stream is directed to pass through the
aperture into the Faraday cup. Once inside the Faraday cup, electrons are removed
from the ion beam by a negative potential of several hundred volts which is applied
to the ion collection tube. The geometry of the ion collection tube is designed to
ensure the suppression of secondary electrons. Beam density is calculated from the
area of the collecting aperture and the magnitude of the ion current. Measured
centerline beam densities obtained from this device at approximately 30 cm
downstream of the thruster are 1.0 mA/cm2 at mass flow rates of 7 sccm of argon and
1 kW, input microwave power.

In addition to the above described instruments, an emissive probe has been used to
measure the plasma potential at various locations in the plume. Typical measured
steady-state accelerating potentials fall in the 60 to 100 volt range. A plot of
measured plasma potential versus on-axis distance from the thruster is presented in
Figure 4 along with the measured local magnetic field. In the absence of collisional
losses, one would expect a linear relationship between magnetic field strength and
plasma potential in reasonable agreement with experimental data shown in the
figure. We have observed an oscillation in plasma potential at kilohertz frequencies
with a typical variation of 25 percent of the peak potential. Further research is
required to explain this oscillation.

Conclusion and Plans The on-going theoretical and experimental development as
described above represents the basis for a meaningful scientific understanding of
the ECR plasma acceleration process. Future effort will be directed toward obtaining
numerical predictions of plasma conditions based on the present model and
comparing these predictions with the results of a systematic implementation of the
diagnostics developed thus far. High-speed video imaging of the ECR plasma is also
planned to help gain insight into the unsteady aspects of its operation.
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BASIC PROCESSES OF PLASMA PROPULSION

(AFOSR Grant No. 86-0337)

Principal Investigator: Herbert 0. Schrade

Institut fiir Raumfahrtsysteme
University of Stuttgart
Pfaffenwaldring 31
D-7000 Stuttgart 80
Federal Republic of Germany

OVERVIEW:

The proposed research addresses itself to the development of
computercodes to predict the performance of arcjet and magneto-
plasma dynamic thruster devices.

AUTORS: P.C. Sleziona and H.O. Schrade

TECHNICAL DISCUSSION:

1.Curvilinear Calculations of Discharge Equation

Up to now two different numerical codes have been used for the two main configurations
of the MPD-thrusters (ZT1 and DT2) developed and investigated at the IRS [1,2,3].
Here a uniform solution method for the discharge equation, describing the magneto-
plasmadynamic part of the MPD-thruster modellings, is presented. For this purpose
the discharge equation is transformed from cylindrical coordinates to general curvilinear
coordinates [4].

Contrary to (2] there are no terms neglected at the transformation of the discharge
equation into curvilinear coordinates. That means the complete discharge equation is
transformed into a curvilinear coordinate system, which gives the complete solution of
numerical accuracy due to a correspondingly fine discretisation.

In the first two figures the solution of this discharge equation for two different geometries,
represented by the current contour lines, is shown as an example. Both representations
have been determined for a constant electron temperature of 10000 X and a pressure
of 1000 Pa. The velocity hereby is taken zero all over the field.

In both cases the discharge equation has been iterated to a maximum local residum,
which is smaller than 35 %. In the calculations of the two different geometries all there
had to be done was a) to produce the different grids, and b) the different starting and
ending positions of the electrodes had to be stated for the boundary conditions.
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2. Cylindrical MPD-Thruster Calculations

The magnetoplasmadynamic calculations become more and more difficuit the smaller
the local densities of the plasma flow are. During the recent time we have calculated the
cylindrical MPD~thruster with a fairly small mass flow rate of 2 g/s. These calculations
require a detailed understanding of the flow and discharge program, since the structure
of the program is very sensible against numerical errors. Typical results of such a
calculation are presented in figure 3-5. The boundary conditions and initial distributicns
were the sar - as in [2].

3. Prospect for the Future _
According to the solution of the discharge equation which is simple for different geome-
trical configurations, it is also necessary to form the solution of the low equations. This
requires a flow calculation program that is robust enough to enable flow calculation in
complex geometry with fairly satisfying, curvilinear grids. An additional aspect is that
the program with very big source terms in the impulse and energy equations has gua-
rantee a stable computation. These source terms change the homogeneous differential
equation system into a strong inhomogeneous differential equation system, and most of
the solution methodes become instable.

The flow calculation program we have used up to now is a finite difference program which
remains stable despite high source terms in the conservation equations, however requires
high accuracy for the grid positioning in particular at the borders for the modelling of the
boundary conditions. Due to that it is not suitable for geometrical changes. Presently
we are investigating the stability of a modern finite volume procedure with high source
terms, which easily enables a change of the geometrical configuration.

With such a program and the solution program for the discharge equation one only
has to make the grid for a new MPD-thruster configuration, to place the electrode
starting and ending positions and to state the inflow conditions in order to carry out a
calculation in the scope of physical modelling.

(1] Auweter-Kurtz, M., Kurtz, H.L., Schrade, H.O., Sleziona P.C.: Numerical Mode-
ling of the Flow Discharge in MPD-Thrusters. Journal of Propulsion and Power,
Vol. 5 No. 1, pp. 49-55, 1989.

[2] Sleziona, P.C., Auweter-Kurtz, M., Schrade H.O.: Numerical Codes for Cylindrical
MPD Thrusters. IEPC 88-043, 20th International Electric Propulsion Conference,
‘Garmisch-Partenkirchen, 1988.

(3] Auweter-Kurtz, M., Glaser, S.F., Kurtz, H.L., Schrade H.O., Sleziona P.C.: An
Improved Code for Nozzle Type Steady State MPD Thrusters. IEPC 88-043, 20th
International Electric Propulsion Conference, Garmisch-Partenkirchen, 1988.

(4] Sleziona, P.C.: Vollstandige Losung der Entladungsgleichung in ‘krummlinigen Ko-
ordinaten. Interner Bericht, 89-IB-1, IRS, Stuttgart, 1989.

204




205

120
90 Insulator
M 7/ 7 //
£ 60 /',’{ ////////4///
- //////////%
- Insulator ////,Aqo‘dg // -
30 RZHBHHEER )
VAR g CHUR SN A
r IR Criiode [WIRRNY -

o] 30 GO 90 120 150 180 210 240
2z Cmm3

Figure 1: Current contour lines for the ZT1-IRS thrustec.
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Figure 2: Current contour lines for the DT2-IRS thruster.
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Nonequilibrirm and Radiation in MPD Plasmas: Two Fluid Numerical Simulations
AFOSR GRANT-86-0019

Manuel Martinez-Sanchez

Dept of Aeronautics and Astronautics
MIT,Cambridge, MA 02139

1 Summary:

Technical Discussion

A variety of different types of electric propulsion have been put forward as appropriate for space
applications. One class of electric propulsion device is the magnetoplasmadynamic, or MPD, thruster.
MPD thrusters use the Lorents force produced by charged particles moving in an electric field to accelerato
the propuhive fluid and produce thrust.

MPD channels, although simple to construct, are hard to analyze because of the complex interaction
between the magnetic field and the fluid. One way to model these devices and to predict their performance is
to simulate them numerically. Some numerical work has already been done with MPD thrusters. Martinez
[5] and Kuriki [3] study a one fluid, fully ionized model of a steady quasi one dimensional flow. Minakuchi
[6] includes the effect of axial heat conduction in his steady, one fluid, quasi one dimensional model.
Subramaniam (7] and Lawless [4] worked with both the one fluid model and a partly ionized two fluid
model. Heimerdinger {1] also works with a partly ionized, thermal equilibrium model, which includes
viscosity. Other work has been done with two dimensional models.

This research uses a quasi one dimensional two fluid model. The model consists of fluid equations
for the total density, the ionization fraction, the axial velocity, the electron temperature, and the heavy
species temperature, as well as a magnetic field equation derived by combining Maxwell’s equations with
Ohm’s law. It is assumed that all the particles have the same axial velocity, and that the ion and neutral
temperatures are the same.

A number of source terms are used to model various phenomena in the low. The electron temperature
equation includes axial heat conduction. A number of source terms are used to model various phenomena
in the flow. The Hinnov-Hershberg model is used to determine the ionization and recombination at each
axial location. Ambipolar diffusion is included by assuming a parabolic number density distribution across
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the channel. The contribution of viscosity to the momentum and the heavy species temperature equations
is also included by assuming a parabolic velocity distribution. Collisional energy transfer between electrons
and heavy 'apecies is also modeled. The electrical conductivity at each axial location is computed using
the Spitzer-Harm formula. The viscosity and heat conduction coefficients are also computed at each axial
location. All of the equations are written in their unsteady forms, and the numerical method is an unsteady
method, although only steady state results have been examined so far.

The numerical method used is a combination of various schemes. This is due to the different types of
equations and their different time scales. The magnetic field equation and the heat conduction term in
the electron temperature equation are integrated using McCormack’s method a number of times for each
step of the other equations. The remaining equations are stepped using either the Donor Cell method or
a modified Rusanov method.

A number of the inlet boundary conditions of the flow are determined by the physical characteristics of
the flow, the mass flow per unit area, the applied current, and the total inlet enthalpy. The inlet ionization
fraction is physically zero, but, because of the limitations of the model, the inlet ionization fraction is
set to some small number. The inlet heavy species temperature is set to room temperature. For cases
with heat conduction, the electron temperature gradient at the inlet is set to zero. For cases without heat
conduction, the inlet density is computed using a downwind difference.

The exit boundary conditions for supersonic flow are zero gradient in all variables except the magnetic
field, which is set to zero at the exit, and the heavy specics temperature, which is chosen so that there is
zero gradient in the sum of the fluid and magnetic pressures. For subsonic flow the pressure is set to some
small external pressure, and the other variable are chosen so that there is zero gradient in the Riemann
invariants.

The method was tested by simplifying the equations to be the unsteady analogue of the equations
used by Martinez [5]. Running the simulation to steady state provided results similar to those found by
Martinez for a number of different magnetic Reynolds numbers and for both constant and variable area
channels.

The full set of equations were then used to examine the effect of various phenomena on the flow and
performance characteristics of the thruster. The thruster was taken to be 20 cm long with an electrode
seperation of 2 cm. The inlet ionization and total enthalpy were chosen to be small enough so that their
effect on the flow was negligible.

First ambipolar diffusion was added to the baseline case, then viscosity, and finally, heat conduction.
As shown in Table 1, ambipolar diffusion and heat conduction had little effect on performance. Viscosity
however played a major role in determining thruster performance and flow characteristics. Viscosity causes
the heavy species temperature to increase rapidly to levels oi 1 to 10 eV and causes the flow to be frictionally




Rpey | ambipolar heat E |T

Case | or By | diffusion | viscosity | conduction | channel | V/m | N/m? | g

1-fluid | 20 no no no CAC 345 | 4370 | 0.69
. 1-fluid | 4.9258 | no no no CAC 433 | 4630 | 0.62
- 2-fuid { 0.1 no no no CAC |39 | 4256 |0.57
. 2-fluid | 0.1 yes Bo no CAC |401 | 4180 |o055
2-fluid | 0.1 yes yes Bo CAC 258 | 2100 | 0.21
! 2-fluid | 0.1 yes yes yes CAC 287 | 2300 | 0.23
! 2-fluid | 0.15 | yes yes yes CAC |519 | 4550 | 0.33
| 2-uid | 0.2 yes yes yes CAC |80 |[e980 |o0.33
| 2-fluid | 0.1 yes yes yes FFC 340 | 3083 | 0.34

Table 1: Thrust and Efficiency for All Cases

choked with exit velocities on the order of 5000 meters/second .

It was also desired to determine the effect of increasing the total current supplied to the thruster,
and bence the inlet magnetic field. Increasing the total current from 80 kAmp/meter-depth to 120 kA/m
caused the flow to develop a large current concentration at the exit, with a corresponding increase in the exit
electron temperature and ionization. Increasing the total current to 160 kA/m caused this concentration
to become s0 large that the simulation did not converge to a steady state. As shown in Table 1, increasing
the total current to 120 kA/m resulted in an increase in the thruster efficiency.

It is possible that the large exit current concentrations in the higher total current cases is due in part
to the static instability described by Heimerdinger (2]. Physically this instability would first appear near
the inlet and then travel down the channel. When the current buildup reaches the exit, the current would
bend out of the channel and the concentration would dissipate . The current concetration would then
reappear at the beginning of the channel. However, in a one dimensional model with zero exit current, the
instability is forced to remain at the exit.

The last effect examined was the effect of area variation. The results for the full model at the 80 kA/m
current for a constant area channel were compared to the resuits for a parabolic channel with an throat
area of 2 cm , an inlet to throat area ratio of 1.5, and an exit to throat area ratio of 2. Area variation
alleviated the exit current buildup somewhat and resulted in an increase in performance.

As detailed earlier, a modsl with a one dimensional magnetic field which goes to zero at the channel
exit is problematic. To alleviate these problems, a two dimensional magnetic field simulation, coupled with
a quasi one dimensional fluid calculation, was developed. This simulation allows the current to bend at
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the exit. However, the quenching of the exit current has not yet been simulated numerically.

Some work has also been done in an attempt to combine the one dimensional MPD simulation with a
model of anomalous dissipation in MPD thrusters. The dissipation arises due to the presence of a modified
two stream instability in the plasma. The one dimensional code produces the parameters at each axial
locaticn needed by the'diuipation model to determine if the instability exists and what its efTfect will be, in
terms of a modified conductivity and electron and ion heating rates. The one dimensional code will then
take into account the effects of the instability . By iterating this process a number of times, a steady state
should be reached.

References

(1] DJ. ﬁeimerdinger, *Fluid Mechanics in a Magnetoplasmadynamic Thruster”, Doctoral Thesis, Mas-
sachusetts Institute of Technology, Jan. 1988

(2] D.J. Heimerdinger and M. Martinez Sanchez, "Fluid Mechanics in a Magnetoplasmadynamic
Thruster”, IEPC-88-039, DGLR/AIAA/JSASS 20th International Electric Propulsion Conference,
West Germany, Oct. 1988

(3] K. Kuriki, Y. Kunii, and Y. Shimizu, ”Idealized Model for Plasma Acceleration in an MHD Channel”,
AlAA Journal, Mar. 1983, Volume 21, Number 3

(4] J.L. Lawless and V.V. Subramaniam, " Theory of Onset in Magnetoplasmadynamic Thrusters”, Jour-
nal of Propulsion and Power, Vol. 3, No. 2, Mar., Apr. 1987

(5] M. Martinez-Sanchez, ®The Structure of Self Field Accelerated Plasma Flows”, AIAA/DGLR/JSASS
19th International Electric Propuision Conference, May 1987

[6] H.Minakuchi and K. Kuriki, > Magnetoplasmadynamic Analysis of Plasma Acceleration”, IEPC-84-06,
AIAA/DGLR/JSASS 17th International Electric Propulsion Conference

[7] V.V. Subramaniam and J.L. Lawless, ”Onset in Magnetoplasmadynamic Thrusters with Finite- Rate
Ionization”, Journal of Propulsion and Power, Vol. 4, No. 6




Fundamental Research on Erosion in
Magnetoplasmadynamic Thrusters

(AFOSR Grant No. 87-0360)
Principal Investigators: V. V. Subramaniam and J. W. Rich

Department of Mechanical Engineering
The Ohio State University
Columbus, Ohio 43210

SUMMARY/OVERVIEW:

The purpose of this research is to understand and quantify the mechanisms responsible for erosion in steady state
magnetoplasmadynamic (MPD) thrusters. This is an important step in being able to predict thruster lifetimes. A
major if not dominant erosion mechanism in the diffuse mode, is evaporation. This analytical work aims to
understand this mechanism in particular, its limits, and to provide quantitative models in order to estimate the
electrode lifetimes.

TECHNICAL DISCUSSION

Erosion processes depend on a complex coupling between plasma discharge characteristics, plasma-wall interac-
tions, and electrode phenomena. In particular, erosion rates depend on whether the current conduction is
through localized spots, or via a diffuse (distributed) mode. Spots are detrimental to the electrode material
because of their high erosion rates. Therefore, it is important to understand how and under what conditions they
may be formed, and exactly when diffuse mode behaviour ends. Much of the focus of this research is on the
cathode, although the anode has also been studied. The thermal response of the electrodes at steady state is dis-
cussed next, followed by a brief summary of ongoing and planned research,

The anode will be discussed first. A recent theory predicts two operating modes for the anode.! One of these is
a stable steady state, while the other results in a thermal runaway. The transition of the stable diffuse mode to
the unstable thermal runaway occurs as the current density increases. For low current densities, the anode
sheath attracts plasma ions and repels plasma electrons. The anode is at a negative potential with respect o the
plasma at the sheath edge, under these operating conditions. As the current density continuously increases, the
magnitude of the anode "fall" decreases, goes through zero, and assumes positive values (i.e. the anode reaches
positive values of the potential with respect to the plasma, at high current densities). This sheath reversal has
been observed experimentally.? In our anode theory, we show that a thermal runaway occurs prior to the sheath
reversal. This thermal runaway which occurs at a critical value of the anode "fall", is caused by a positive feed-
back between electron bombardment and thermionic emission. Consider the anode operation at low current den-
sities. A small decrease in the absolute value of the anode sheath drop results in an increase in electron bom-
bardment. This results in local heating of the surface leading to higher temperatures and hence increased ther-
mionic emission. The increased surface electron emission current then causes a further decrease in the sheath
drop in order o conserve overall current. This process then repeats itself until the surface is regeneratively
heated and has locally melted. This thermal runaway can be delayed by external cooling and may explain the
occurence of anode spots under MPD conditions.

The thermal response of the cathode under steady diffuse conditions has also been considered.’ As in the case
of the anode, two operating modes are found. One is stable, while the other results in the previously discussed
thermal runaway due to excessive electron bombardment. The thermal runaway leads to eventual local melting
of the cathode surface, and may be a precursor to spot formation at the cathode. The stable steady state is also
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strongly influenced by discharge and electrode parameters. While the anode is affected by the thermal runaway
at high current densities, the cathode is affected by the same at low current densities. The steady diffuse mode
operation of the cathode is also limited at high current densities however, because of excessive ion bombard-
ment. This theory yields the following sufficient condition for the cathode sheath voltage drop in order to have

stable diffuse mode operation:
kT. 2m;
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where T is the plasma electron temperature, m; is the ion mass, and m, is the electron mass. As long as the
voltage drop across the cathode sheath is approximately larger than the right hand side of equation (1), a thermal
steady state at the cathode can be maintained indefinitely even in the presence of fluctuations in the MPD
discharge. In other words, the thermal runaway due to electron bombardment will not occur as long as equation
(1) is satisfied. A more accurate expression for this sufficient condition is given in ref. [3]. A stability criterion
such as (1) may also be derived for the anode:
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where O () signifies the order of magnitude of the term in parentheses, € is the emissivity of the outer anode
surface, Osp is the Stefan-Boltzmann constant, j., is the net plasma current density, T, is the anode outer sur-
face temperature, T; is the anode inner surface temperature, ¢, is the anode material work function, and n. is
the charged particle number density at the anode sheath edge. Equation (2) may be interpreted in the same
manner as equation (1) for the cathode.

Following these earlier simple theories, a more detailed two-dimensional axisymmetric steady thermal model of
the cathode has been developed in order o better understand the influence of the plasma flow and external cool-
ing on electrode processes. In this model, the cathode temperature satisfies the two-dimensional heat conduction
equation including ohmic heating:
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where A is the thermal conductivity, o is the electrical conductivity of the cathode material, and j is the current
density through the cathode. The boundary conditions are:

Y %§<x=0) = h (T&=0) = Topi)s
—l%%(xd) = eoa T (x=L),
ar .
—a7(r=0) = 0 for a solid cathode, 4

24T ..
e

and =2 SL(r=r) = jiere0) + 0+ —=) - o+ 2L

where A is the heat transfer coefficient between the cathode base and an external coolant at T, € is the emis-
sivity of the cathode tip, L is the cathode length, r. is the cathode radius, j; is the ion current density from the
plasma, j, is the electron current density from the plasma, jg is the emitted electron current density which in
general can depend on the surface temperature and the surface electric field, ¢ is the cathode work function, V,
is the cathode sheath voltage drop, T. is the plasma electron temperature, and ¢; is the ionization potential of
the propeilant gas. The boundary conditions (4) contain plasma as well as sheath variables. This is how the
electrode is coupled to the plasma discharge. The sheath voltage drop and electric field at the cathode surface
must be determined from overall current conservation and from the solution of Poisson’s equation. The plasma
variables (such as the charged particle number density and electron temperature distributions) at the sheath edge
are determined from earlier ionizing quasi one-dimensional and boundary layer theories.*” Thus, given a total
propellant mass flow rate, total current, cathode length, cathode diameter, and external cooling conditions, the
plasma and electrode behaviour can be predicted. In this manner, the plasma discharge and electrode can be
coupled so that their combined behaviour can be understood. As an illustration, the calculated axial cathode sur-
face temperature profile is displayed in Fig. 1 for a 5 cm. long tungsten cathode, argon flow rate of 0.5 g/s, and
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a total current of 5000 A.

Although the present theory is a first to attempt at truly coupling the plasma flow and electrode processes, it
suffers from several weaknesses. First, this theory does not account for the pre-sheath and ionization in the
pre-sheath caused by electrons emitted from the cathode surface. Although this is a complicated problem, it
must be addressed since there are MPD conditions where the electrodes are "starved”. In this situation, there are
an insufficient number of charge carriers in the electrode-adjacent plasma to carry the current that is being
driven. Therefore, the diffuse mode cannot exist unless there is an increase in the charged particle number den-
sity in the sheath and pre-sheath due to ionization by the emitted electrons. Second, radiative heating from the
plasma has not been considered. Finally, the models used here for the plasma flow do not include the Hall
effect which could affect the characteristics of the electrode-adjacent boundary layer in some MPD thruster
designs. Future research is therefore aimed at removing these deficiencies.
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